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ABSTRACT  

Feature selection has become a focus of research in many fields that deal with machine learning and 

data mining because it makes classifiers cost-effective, faster, and more accurate. In this paper, the 

impact of feature selection using filter methods such as Information Gain is shown. The impact of 

feature selection has been analyzed based on the accuracy of two classifiers: J48 and Naïve Bayes. The 

Airline Customer Satisfaction datasets have been used for comparing with and without applying 

Information Gain. As a result, J48 achieved 0.33% and 0.29% improvements in accuracy after applying 

Information Gain for 10-fold and 20-fold cross-validation, respectively compared to Naïve Bayes. Most 

of the precision and F1-score for J48 with Information Gain have also improved for both evaluation 

methods compared to Naïve Bayes. In conclusion, J48 seems to be the classifier that is most sensitive 

to feature selection and has shown improvements compared to Naïve Bayes. 
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1. Introduction 

Feature selection is the process of selecting features from the original dataset that are redundant or 

irrelevant features. This method is unfeasible, costly in terms of computing, and results in a decrease in 

classification precision when applied to the whole input set (Mwadulo, 2016). Feature selection does 

not alter the original set of features. Instead of selecting a whole dataset, it selects a subset by removing 

any features whose existence in the dataset does not aid the learning model (Chandrashekar & Sahin, 

2014). 

The literature recognized the current variable feature selection strategies include filtering, 

embedding, and wrapping (Guyon et al., 2008). The filtering approach sorts the features in the 

preprocessing stage and is independent of the learning algorithm, thus the chosen features can be passed 

to any modelling procedure. The filter technique is further based on the filtering measures utilized, 

which include information, distance, dependency, consistency, similarity, and statistical metrics. The 

embedded technique incorporates feature selection within the modelling algorithm implementation. The 

features of method selection are determined by the learning algorithm. The wrapper technique trains 
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the prediction model for candidate feature subsets using an independent algorithm and then employs 

greedy tactics such as forward or backward to select the optimum feature subset from all potential 

subsets throughout the learning process. 

Filter technique adopt complete independence between the machine learning and the data. The 

technique assesses qualities based on the overall features of the data and functions independently of any 

classification algorithm. Filter techniques often require a non-iterative calculation on the data set, which 

runs much quicker than a classifier training session (Chandrashekar & Sahin, 2014; Liu & Yu, 2005). 

To extract the most relevant feature, in this paper, we focus on filter techniques such as Information 

Gain (IG), one of the successful attribute selection approaches in classification (Kurniabudi et al., 2021). 

Classification is a supervised machine learning method that was used to identify the category 

of new observations based on training data. Classification can be used in a wide range of fields, 

including pavement performance prediction (Marcelino et al., 2021), medical field (Kaur & Kumari, 

2020), employee promotion prediction (Shafie et al., 2023), finance (Malhotra et al., 2020), bank 

customer churn prediction (Hui et al., 2023), and flight delay classification (Yi et al., 2021). Various 

studies investigated customer satisfaction with airline service based on machine learning technology 

(Al-Qahtani, 2021; Amalia et al., 2022; Bellizzi et al., 2022; Hayadi et al., 2021; Keerthy & Mathew, 

2022; Kumar & Zymbler, 2019; Leon & Martín, 2020; Rane & Kumar, 2018). Lack of study about 

feature selection using Information Gain based on Airline Customer Satisfaction datasets was 

conducted. Hence, this paper will discuss analyzing the impact of feature selection using the 

Information Gain approach for airline customer satisfaction in terms of accuracy, precision, recall, and 

F1-score. 

The rest of the paper is structured as follows; several studies that investigated feature selection 

and supervised learning algorithms for the airline customer satisfaction prediction are reviewed in 

Section 2 (Related Work). The supervised learning techniques that were employed in the study are 

briefly explained in Section 3 (Overview of Feature Selection and Machine Learning Techniques). The 

pre-processing techniques and dataset are described in Section 4 (Methodology). The experimental 

findings and a comparative analysis of this study are then presented in Section 5 (Results and 

Discussion). Ultimately, Section 6 (Conclusion) presents the findings of the research. 

 

2. Related Work 

Every airline strives to give the highest level of customer service to guarantee that its customers are 

completely satisfied with its products and remain loyal. This allows the company to continue its 

expansion and maintain competitiveness in the industry. Customers are more inclined to rate airlines 

depending on the quality of their in-flight services (Saut & Song, 2022). As a result, improving onboard 

service quality becomes one of an airline's most crucial success criteria. 

Customer satisfaction is one of the most significant characteristics to focus on when assessing 

consumer loyalty and repurchase intent, as well as increasing positive feedback and lowering 

acquisition costs (Roy et al., 2016). Businesses collect consumer feedback and assess their products and 

services by conducting customer satisfaction surveys. This data can be utilized to train machine learning 

algorithms, particularly those using supervised learning. Furthermore, the machine learning model can 

assist management in building future business goals and approaches for maintaining present clients and 

obtaining new ones. 

There is still important research on predicting airline client satisfaction using survey findings. 

There are numerous algorithms, including K-Nearest Neighbors (KNN), Logistics Regression, 

Gaussian Naïve Bayes, Decision Tree, and Random Forest (RF) have been investigated for predicting 

airplane passengers' Wi-Fi service experience (Hayadi et al., 2021). Research by (Amalia et al. (2022) 

presents the Split Point and Attribute Reduced Classifier (SPAARC) to compare with existing 

algorithms for predicting airline customer satisfaction using a Likert scale of 1–5. The SPAARC 

approach has the advantage of reducing the computational cost associated with decision trees (Amalia 

et al., 2022). 

One of the issues with airline customer satisfaction is the relatively high dimensions of the 

feature space. The dataset of airline customer satisfaction consists of 23 features. This is quite 

challenging for running machine learning algorithms. If reducing the set of features considered by the 
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algorithm, the study can serve one purpose. As a result, it has the potential to significantly improve the 

overall accuracy of the model. Recently, several studies have addressed the issue of feature subset 

selection  (Hayadi et al., 2021; Jiang et al., 2022). Information gain (IG) and chi-square test (CHI) were 

the most successful in aggressive term elimination while maintaining classification accuracy (Yang & 

Pedersen, 1997). The study observed a high correlation between IG and CHI ratings for a given phrase. 

Owing to that, in this study, IG will be used as a feature selection approach for airline customer 

satisfaction prediction.  

As stated in (Huang, 2021), J48 offers the benefits of easily legible classification rules and 

excellent accuracy. Therefore, in this study, J48 is utilized for airline customer satisfaction prediction. 

There are two sets of features: one includes all of the features of datasets, while the other selects feature 

based on Information Gain. This study not only compares the performance evaluations of the two 

algorithms, but it also analyzes the impact of feature selection on the data.  

Naive Bayes that was known as prominent learning method is frequently justified by 

assumptions of conditional independence or linked dependency (Cooper, 1991). This work uses Naïve 

Bayes to analyze feature selection effects and compare them to J48 classifier performance. This study 

compares two classification algorithms: J48 and Naïve Bayes.  

 

3. Overview of Feature Selection and Machine Learning Algorithms 

3.1 Feature Selection 

Feature Selection can be described as reducing the features of dataset. The purpose of feature selection 

is to identify the minimum of attributes required to predict the class of individual data points with 

precision, while reducing the overall number of attributes required. This can facilitate the 

comprehension and interpretation of the patterns that are identified within the data. This approach 

evaluates the informational capacity of each attribute with respect to the data class and chooses those 

attributes that provide the greatest quantity of insight. By discerning the most pertinent attributes, one 

can enhance the precision of the predictions while decreasing the complexity of the data. 

Utilized extensively, the IG feature selection method is a technique utilized to identify crucial 

features within a dataset. Fundamental concepts of information theory, including entropy and 

information gain is introduced in 1948 (Verdu, 1998). IG represents the quantity of information that an 

attribute imparts regarding the data class that is frequently employed in tandem with decision tree 

algorithms and proves to be highly beneficial in the process of feature selection for classification tasks. 

It is feasible to enhance the precision of the predictions and decrease the intricacy of the data by 

exclusively choosing the most critical characteristics (Verdu, 1998). 

The quantity of information that each attribute provides about the class of data calculated to 

determine the most significant features in a dataset using the IG feature selection approach. A feature 

is included in the model and deemed relevant if its IG is greater than a certain threshold. As a result, it 

is said to be utilized for effective categorization in dimension reduction. Equation (1) from these 

researchers (Lee & Lee, 2006) is used to compute the information gain. 

 

𝐺 (𝐷, 𝑡) = − ∑ 𝑃(𝐶𝑖)𝑙𝑜𝑔𝑃

𝑚

𝑖=1

(𝐶𝑖) + 𝑃(𝑡) ∑ 𝑃(𝐶𝑖|𝑡)𝑙𝑜𝑔𝑃

𝑚

𝑖=1

(𝐶𝑖|𝑡) + 𝑃(𝑡̅) ∑ 𝑃(𝐶𝑖|𝑡̅)𝑙𝑜𝑔𝑃

𝑚

𝑖=1

(𝐶𝑖|𝑡̅) (1) 

 

From the equation, 𝐶 represents the document collection. 𝑃(𝐶𝑖) represents the probability of 

the 𝑖th category. 𝑃(𝑡) and 𝑃(𝑡̅) represents the probabilities that the term t appears or does not in the 

document respectively. 𝑃(𝐶𝑖|𝑡)and 𝑃(𝐶𝑖|𝑡̅) represents conditional probability of the 𝑖th class value 

given the term 𝑡 appears or does not appear in the document respectively Information Gain has widely 

been used as a feature selection method in many data mining task. 
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3.2 J48 Classifier 

Decision Tree is an algorithm for creating a model that employs a tree-like structure to generate 

predictions based on feature of instances. The method utilizes the training data to establish each instance 

class, which it is able to predict for new, previously unseen examples instances (Korting, 2006). This 

method builds prediction rules for the target variable. The use of trees to categorize data simplifies 

understanding the critical distribution of information (Nadali et al., 2011). 

J48 is a variation of the ID3 (Iterative Dichotomiser 3) decision tree method that includes extra 

features such as missing value management, decision tree pruning, and continuous attribute handling. 

J48 is also known as C4.5 and is part of the WEKA data mining tool. WEKA is a data mining tool that 

contains several methods for pruning decision trees. Pruning is a strategy for increasing the accuracy of 

a tree by reducing the risk of overfitting. In certain algorithms, such as decision trees, the classification 

process is repeated recursively until each leaf node in the tree is pure, which means it only includes data 

points from one class. Pruning serves to refine the tree and enhance its accuracy by removing branches 

that are not providing useful information. After applying it to data, this algorithm generates the rules 

that will be used to determine the identification of the data. The idea is to gradually generalize a decision 

tree so that it balances flexibility and accuracy. 

3.3 Naïve Bayes 

The Naive Bayes algorithm is widely employed in practical contexts to address classification challenges 

due to its straightforward construction and interpretation, in addition to its robust performance (Jiang et 

al., 2019). Naive Bayes is a supervised machine learning algorithm that operates under the assumption 

that the features or predictors in the dataset are independent of each other. Naive Bayes, founded upon 

the Bayes theorem, is frequently applied to classification tasks and is renowned for its efficiency and 

simplicity. To predict the class label of a given data point using a set of features, such as the presence 

of particular words in a document that are utilized to ascertain the document affiliation with a specific 

category or not, is one possible application of the algorithm. This suggests that the attributes of the class 

are not contingent upon the attributes of other classes. 

The Naive Bayes classifier has been demonstrated to be suitable for both continuous and 

categorical data (Chen et al., 2020). The Bayes theorem, a mathematical formula utilized to compute 

the probability of an event (A) transpiring given some evidence or proof (B), serves as the foundation 

for the Naive Bayes algorithm. Typically, Equation (2) is used to represent the formula (Amra & 

Maghari, 2017). 

 
𝑃(𝐴, 𝐵) = 𝑃(𝐴)𝑃(𝐵)  (2) 

 

Through equation (1) and using the concept of the Bayes theorem, the final equation of the 

Naïve Bayes algorithm is obtained as Equation (3).   

 

𝑃(𝐴|𝐵) =  
𝑃(𝐵|𝐴)𝑃(𝐴)

𝑃(𝐵)
 

(3) 

 

 

Based on Equation (2), the Naive Bayes algorithm is used to predict the value of a target 

variable (A) based on a set of predictor variables (B). In the context of the algorithm, A is often referred 

to as the dependent event or the predicted variable, while B represents the independent event or the 

predictor attribute. Based on the values of the predictor variables, the algorithm calculates the 

probability of each possible class (A) and chooses the class with the highest probability as the 

prediction. This process is repeated for each instance in the data, and the final predictions can be used 

to classify the data or make other decisions. 
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4. Methodology 

This section will be explained experimental design for airlines customer satisfaction prediction with 

and without feature selection. 

4.1 Experimental Design 

This study utilized a system with the following specifications: AMD Ryzen 5 5500U with Radeon 

Graphics 2.10 GHz, 8.00 GB RAM, and Windows 10 64-bit. All tests were carried out with WEKA 

tools, which included missing values, outliers, feature selection, and classification routines. Figure 1 

depicts the framework of airline customer satisfaction and the overall flow of model training, which is 

separated into the following phases. (a) Data collection, pre-processing, classification, and performance 

evaluation; and (b) Data collection, pre-processing, feature selection, classification, and performance 

evaluation. The difference between the frameworks in Figures 1 (a) and (b) is the feature selection 

procedure, which is relevant to the aims of this study to compare the classifier performance with and 

without feature selection. Each phase will be discussed in Sections 4.1.1 through 4.1.5. 

 

 

 

 

 

 

 

 

 

(a) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
(b) 

Figure 1. Framework of airlines customer satisfaction classification using J48 and Naïve Bayes (a) without 

feature selection, and (b) with feature selection using Information Gain. 
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4.1.1 Data Collection 

Airline Passenger Satisfaction dataset from https://www.kaggle.com/datasets/ (Kaggle, 2020) was used 

in this work. This dataset can be considered as new dataset since it was added to www.kaggle.com in 

May 2020. The world's airline passengers were polled to get this dataset. The dataset consists of 23 

features, 129882 instances, and two class labels: "satisfied" and "neutral or dissatisfied." The goal of 

this data is to find out what factors are strongly linked to flight passenger satisfaction. In addition, this 

information can be used to make a model for classification. Data on how satisfied airline passengers are 

with their service can be seen in Table 1. It shows each feature, type, and description. There are 16 

factors that can be rated on a scale from 1 to 5 for how satisfied people are with the following: "Inflight 

Wi-Fi Service," "Departure/Arrival Time Convenient," "Food and Drink," "Online Boarding," "Seat 

Comfort," "Inflight Entertainment," "On-Board Service," "Leg Room Service," "Baggage Handling," 

"Check-In Service," "Inflight Service," "Cleanliness," "Departure Delay in Minutes," and "Arrival 

Delay In Minutes." Each of the satisfaction levels has been referred in this research (Chaudhury et al., 

2019) is shown in Table 1.  

Table 1. Details of records of the airline passenger satisfaction dataset. 

No Attribute Name 
Attribute 

Type 
Description 

1 Gender Nominal Gender of the passengers (Female, Male) 

2 Customer Type Nominal The customer type (Loyal customer, disloyal customer) 

3 Age Numeric The actual age of the passengers 

4 Type Of Travel Nominal 
Purpose of the flight of the passengers (Personal Travel, Business 

Travel) 

5 Customer Class Nominal Travel class in the plane of the passengers (Business, Eco, Eco Plus) 

6 Flight Distance Numeric The flight distance of this journey 

7 Inflight Wi-Fi Service Ordinal 

Satisfaction level of the inflight Wi-Fi service (Rating: 0: 

“extremely poor”, 1: “poor”, 2: “need improvement”, 3: 

“acceptable”, 4: “good”, 5: “excellent”) 

8 

Departure/Arrival 

Time 

Convenient 

Ordinal 

Satisfaction level of Departure/Arrival time convenient (Rating: 0: 

“extremely poor”, 1: “poor”, 2: “need improvement”, 3: 

“acceptable”, 4: “good”, 5: “excellent”) 

9 
Ease Of Online 

Booking 
Ordinal 

Satisfaction level of Online booking (Rating: 0: “extremely poor”, 

1: “poor”, 2: “need improvement”, 3: “acceptable”, 4: “good”, 5: 

“excellent”) 

10 Gate Location Ordinal 

Satisfaction level of Gate location (Rating: 0: “very inconvenient”, 

1: “inconvenient”, 2: “need improvement”, 3: “manageable”, 4: 

“convenient”, 5: “very convenient”) 

11 Food and Drink Ordinal 

Satisfaction level of Food and drink (Rating: 0: “extremely poor”, 

1: “poor”, 2: “need improvement”, 3: “acceptable”, 4: “good”, 5: 

“excellent”) 

12 Online Boarding Ordinal 

Satisfaction level of Online boarding (Rating: 0: “extremely poor”, 

1: “poor”, 2: “need improvement”, 3: “acceptable”, 4: “good”, 5: 

“excellent”) 

13 Seat Comfort Ordinal 

Satisfaction level of Seat comfort (Rating: 0: “extremely poor”, 1: 

“poor”, 2: “need improvement”, 3: “acceptable”, 4: “good”, 5: 

“excellent”) 

14 
Inflight 

Entertainment 
Ordinal 

Satisfaction level of inflight entertainment (Rating: 0: “extremely 

poor”, 1: “poor”, 2: “need improvement”, 3: “acceptable”, 4: 

“good”, 5: “excellent”) 

15 On-Board Service Ordinal 

Satisfaction level of On-board service (Rating: 0: “extremely poor”, 

1: “poor”, 2: “need improvement”, 3: “acceptable”, 4: “good”, 5: 

“excellent”) 
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16 Leg Room Service Ordinal 

Satisfaction level of Leg room service (Rating: 0: “extremely poor”, 

1: “poor”, 2: “need improvement”, 3: “acceptable”, 4: “good”, 5: 

“excellent”) 

17 Baggage Handling Ordinal 

Satisfaction level of Baggage handling (Rating: 0: “extremely 

poor”, 1: “poor”, 2: “need improvement”, 3: “acceptable”, 4: 

“good”, 5: “excellent”) 

18 Check-In Service Ordinal 

Satisfaction level of Check-in service (Rating: 0: “extremely poor”, 

1: “poor”, 2: “need improvement”, 3: “acceptable”, 4: “good”, 5: 

“excellent”) 

19 Inflight Service Ordinal 

Satisfaction level of Inflight service (Rating: 0: “extremely poor”, 

1: “poor”, 2: “need improvement”, 3: “acceptable”, 4: “good”, 5: 

“excellent”) 

20 Cleanliness Ordinal 

Satisfaction level of Cleanliness (Rating: 0: “extremely poor”, 1: 

“poor”, 2: “need improvement”, 3: “acceptable”, 4: “good”, 5: 

“excellent”) 

21 
Departure Delay In 

Minutes 
Ordinal 

Minutes delayed when departure (Rating: 0: “extremely poor”, 1: 

“poor”, 2: “need improvement”, 3: “acceptable”, 4: “good”, 5: 

“excellent”) 

22 
Arrival Delay In 

Minutes 
Ordinal 

Minutes delayed when Arrival (Rating: 0: “extremely poor”, 1: 

“poor”, 2: “need improvement”, 3: “acceptable”, 4: “good”, 5: 

“excellent”) 

23 Satisfaction 
Class 

Label 
Airline satisfaction level (Satisfaction, Neutral or Dissatisfaction) 

4.1.2 Data Pre-processing 

 

The next stage is data pre-processing, which improves data quality prior to processing. Data pre-

processing includes two subset processes: data cleaning and data transformation. The data cleaning 

procedure is divided into two subsets: missing values and outliers. In general, handling missing data 

increases the classifiers prediction capability. In this research, addressing missing values improves 

airline customer satisfaction. In WEKA tools, a filter named "ReplaceMissingValues" is used to replace 

all missing values in a dataset with the average of each attribute. Figure 2 depicts one of the properties 

with missing data. 

 

  

(a) (b) 

Figure 2. List of values for the ‘arrival_delay_in_minutes’ attribute (a) before handling missing values (b) after 

handling missing values. 
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After dealing with missing data, dealing with outliers is a key step in preventing skewing and 

speeding up the identification process. An outlier is significantly different from the other data points in 

which it appears (Dash et al., 2023). In this scenario, WEKA's "InterquartileRange" function is used, 

followed by a "RemovewithValues" filter to eliminate outliers. Figure 3 indicates that 8051 outliers 

have been eliminated from the dataset. This dataset contains both nominal data, such as satisfaction 

levels ranging from 1 to 5, and numeric attributes, such as 'departure_delay_in_minutes', which include 

extreme values. Extreme value arises when a data point deviates significantly from the other 

observations, such as '1305.0' compared to other values in the 'departure_delay_in_minutes' property. 

Figure 4 illustrates the number of extreme values that have been removed: 6187. 

  

(a)  (b)  

Figure 3. Visualization in WEKA tools (a) before removing outliers (b) after removing outliers. 

  

(a)  (b)  

Figure 4. Visualization in WEKA tools (a) before removing extreme values (b) after removing extreme values.  

 

Data transformation has been applied after removing outliers and extreme values. Data 

transformation techniques include discretization or grouping  (Berka & Bruha, 1998). These stages 

should provide data in the format required by the data mining algorithms (Berka & Bruha, 1998). Thus, 

discretization is applied in this study. Features derived from raw data are often numerical (continuous). 

Some classification algorithms can only accept nominal data as inputs, such as those that discretize 

numeric data into nominal data.  A tree-based algorithm, such as J48, is one of the algorithms that must 

be developed with nominal data. As a result, this research requires discretization as a preprocessing 

step. The data is partitioned from numeric into interval categories. 

In this research, 'Age' and 'Flight_distance' were changed from numeric to nominal, as shown 

in Figures 5 and 6. The discretization procedure occurs exclusively for these characteristics since they 

are both numeric data, as indicated in Table 1, and must be turned into nominal data before J48 

classification can be performed. Figure 5 illustrates that the 'Age' attribute has been discretized by 

classifying passengers as 'Below 23 years old', '23 until 38 years old', '54 until 69 years old', '39 until 

53 years old', and '70 years old and above'. As shown in Figure 6, after executing the discretization 

process on the 'Flight_distance' property, the discrete has been marked as 'Below 1682 miles', '1682 till 

3332 miles', and '3333 miles and above'. 

 

4.1.3 Feature Selection  

In this stage, a feature selection strategy such as Information Gain was used.  Figure 7 demonstrates 

that four of the least important qualities will be removed (red box). Figure 8 illustrates the list of 

properties before and after feature selection. 
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(a)  (b)  

 Figure 5. Visualization in WEKA tools for ‘Age’ attribute (a) before discretization process (b) after the discretization process with 5 bins (groups). 

  
(a) (b) 

Figure 6. Visualization in WEKA tools for ‘Flight_distance’ attribute (a) before discretization process (b) after discretization process with 3 bins.  
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Figure 7. List of features that have been ranked by Information Gain in WEKA tools. 

 

 

  
(a) (b) 

Figure 8. List of features in WEKA tools (a) before feature selection with 23 features (b) after feature selection 

with 19 features.   
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4.1.4. Classification 

 

After data pre-processing, J48 and Naïve Bayes algorithms were employed to predict airline customer 

satisfaction levels. In this study, current hyperparameters in WEKA tools for both comparison 

algorithms are set to the default value. Table 2 displays the hyperparameters for J48 and Naïve Bayes. 

Table 2. Method and Hyperparameter Used. 

Method Hyperparameter 

J48 

batchSize, binarySplits, collapseTree, confidenceFactor, debug, 

doNotCheckCapabilities, doNotMakeSplitPointActualValue, minNumObj, 

numDecimalPlaces, numFolds, reducedErrorPruning, saveInstanceData, seed, 

subtreeRaising, unpruned, useLaplace, useMDLcorrection. 

 

Naïve Bayes 

batchSize, debug, displayModelInOldFormat, numDecimalPlaces, 

useKernelEstimator, useSupervisedDiscretization. 

 

 

4.1.5. Performance Evaluation 

 

The section explained the performance assessment compares J48 with Naïve Bayes in terms of 

accuracy, precision, recall, and F1 measure. Each model assessment involves two set trials which are 

cross-validation and split percentage. Experiment 1 used algorithms without feature selection, whereas 

Experiment 2 examined methods with feature selection. All investigations considered the binary 

confusion matrix while calculating classification performance.  

Cross-validation is a model validation approach used to assess the statistical results of a 

research that is meant to be generalized from its component data set (Hartmann & Carleo, 2019). Cross-

validation is useful for assessing errors in forecasting or evaluating model performance (Tiwari et al., 

2021). During cross-validation, rotation estimation is used to divide the data into 𝑘-subsets of about 

equal size. After then, training and testing are repeated 𝑘 times; during each repetition, one set is utilised 

for test data, while the other 𝑘 data subsets are used as training data for the next repetition.  

Then, up to 𝑘 repetitions of training and testing are performed; in each repetition, one set is utilised for 

test data, while the remaining 𝑘 data subsets are used for training data. If there is a limited quantity of 

data, the 𝐾-Fold approach can be used to evaluate the classifier's performance. The optimum 

implementation of the number of folds in the validity test employs 10-fold cross-validation in each 

model (Zhu & Liu, 2021). The utilization of cross-validation for algorithm evaluation is feasible as a 

result of the enhanced precision. 

On the other hand, F1-score calculation considers the relative importance of the factor precision 

(the model's ability to accurately predict positive labels) and recalls (the amount of actual positive data 

that the model can capture using positive data labels). F1-score is utilized to ascertain the efficiency of 

the employed strategy. The F1-score is determined using Equation (4). 

 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ×  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

(4) 

 

 

True positives (TP) in a binary confusion matrix relate to a class that has been accurately 

identified as positive; true negatives (TN) are correctly classed as negative. False negatives (FN) are 

cases of a positive class that are incorrectly classed as negative, whereas false positives are occurrences 

of a negative class that are incorrectly classified as positive. Classification performance indicators can 

be computed using the values of TP, FP, TN, and TP to represent how well the classifier detects a 

particular class (Ruuska et al., 2018). The most generally used markers are accuracy, precision, and 

recall (sensitivity), which can be expressed as the following equations, Equation (5), Equation (6), and 

Equation (7), respectively. 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

(5) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 

(6) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝑇𝑃 +  𝐹𝑁)
 

(7) 

 

 

Accuracy is the most basic and extensively used parameter for evaluating the performance of a 

classification model. In addition to accuracy, this research examines categorization performance criteria 

such as precision and recall. According to research in Juba and Le (2019). classification performance 

metrics based on accuracy, precision, and recall are appropriate for classifying unbalanced data. Despite 

the fact that the classification is based on a balanced dataset, accuracy, precision, and recall are utilized 

in this research. 

 

5. Results And Discussion 

 

This section compares experimental data to two algorithms, J48 and Naïve Bayes. There are 

two training datasets with a percentage split. One set of training datasets was partitioned into two parts: 

training (80%) and test data (20%); otherwise, training (70%) and test data (30%). J48 and Naïve Bayes 

models were used for training the dataset. Furthermore, this work employed the cross-validation 

approach for model evaluation to provide a diverse training dataset. Finally, this research evaluated and 

compared the classification models using four distinct types of evaluation metrics: accuracy, precision, 

recall, and F1.  

The accuracy, precision, recall, and F1-scores of the two models were acquired to evaluate the 

models. Tables 3 and 4 provide more complete findings. Table 3 shows that J48 outperforms Naïve 

Bayes in terms of accuracy, precision, recall, and F1-score for 𝑘-folds = 10 and 20 (with and without 

feature selection). J48 outperforms Naïve Bayes in accuracy, precision, recall, and F1-score for many 

model assessment methods, including 70:30 and 80:20 split percentages.  

The test results for 𝑘-folds = 10 and 𝑘-folds = 20 demonstrated that J48 performed better after 

feature selection than before, with 95.78% and 95.87%, respectively. This is most likely due to the 

Information Gain feature selection method, which included just four of the 23 features drawn from the 

Airline Passenger Satisfaction data. Following feature selection, split percentage of J48 produced 97% 

and 96.60% of accuracy at 70:30 and 80:20 ratios, respectively. However, the results show that the 

improvement is small. Similarly, F1-score produced by J48 has improved for split percentages of 70:30 

and 80:20. Only the recall rate for J48 reduced from 94% to 93.60% after feature selection.  

After feature selection and 10- and 20-fold cross-validation, Naïve Bayes accuracy decreases 

by 0.03%. By using feature selection approach such IG reduces recall and F1-Score in Naïve Bayes for 

𝑘-folds of 10 and 20. Naïve Bayes maintained 83.50% accuracy before and after feature selection for 
𝑘-folds=10 cross-validation. Results for after applying feature selection, accuracy of Naïve Bayes is 

declined at split percentages of 80:20 and 70:30. Feature selection reduces Naïve Bayes accuracy, recall, 

and F1-score. After feature selection, Naïve Bayes maintained 83.70% accuracy with a 70:30 split 

percentage. 



Bohani et al., Malaysian Journal of Computing, 9 (1): 1673-1689, 2024 

1685 

Table 3. Accuracy of J48 and Naïve Bayes with different of 𝒌-folds of cross validation before and after feature selection using Information Gain. 

No of 𝐤-folds 

Evaluation Metrics Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

Feature Selection/ Classifier J48 
Naïve 

Bayes 
J48 

Naïve 

Bayes 
J48 

Naïve 

Bayes 
J48 

Naïve 

Bayes 

10 
Before feature selection 95.45 85.11 95.90 83.50 93.80 82.80 94.80 83.10 

After feature selection 95.78 85.08 96.90 83.50 93.40 82.60 95.20 83.00 

20 
Before feature selection 95.58 85.11 96.00 83.40 93.90 82.80 95.00 83.10 

After feature selection 95.87 85.08 97.00 83.60 93.60 82.60 95.20 83.10 

 

Table 4. Accuracy of J48 and Naïve Bayes with different of split percentage ratio before and after feature selection using Information Gain. 

Split Percentage 

Evaluation Metrics Accuracy (%) Precision Recall F1-Score (%) 

Feature Selection/ Classifier J48 
Naïve 

Bayes 
J48 

Naïve 

Bayes 
J48 

Naïve 

Bayes 
J48 

Naïve 

Bayes 

70:30 
Before feature selection 95.65 85.30 96.10 83.70 94.00 82.90 95.00 83.30 

After feature selection 95.90 85.25 97.00 83.70 93.60 82.70 95.30 83.20 

80:20 
Before feature selection 95.46 85.55 95.80 83.90 93.80 83.30 94.80 83.60 

After feature selection 95.85 85.37 96.60 83.80 93.90 83.00 95.30 83.40 
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6. Conclusion 

As conclusion, this study J48 and Naïve Bayes were evaluated using machine learning 

algorithms to identify the best classification model for passenger satisfaction. The study revealed that 

after using feature selection strategies such as Information Gain, J48 models performed somewhat better 

than models employing a whole feature set. J48 improved accuracy by 0.33% and 0.29% using 

Information Gain for 10-fold and 20-fold cross validation, compared to Naïve Bayes. The accuracy and 

F1-score for J48 with Information Gain increased for both evaluation techniques compared to Naïve 

Bayes. J48 is more sensitive to feature selection and performs better than Naïve Bayes.  

The experimental findings show that using a feature selection approach such as Information 

Gain, airline customer satisfaction can be successfully classified even with fewer dataset features. It is 

possible to infer that by applying feature selection, both features and computing complexity can be 

reduced. Feature selection has enhanced the accuracy of prediction models. In the future, this J48 model 

with feature selection can be used to find aspects that satisfy consumers with airlines and features that 

disgruntled customers want improved. 
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