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Abstract 

Handling Web texts is a must activity for learners in higher education.  Learners 

constantly seek, read and retrieve text from the Web.  Yet, there is lack of existing system 

that provides an integrated environment for learners to self-assess their capability of 

handling the Web text and receive instant feedback in a real-life setting.  This paper 

presents a grounding work on understanding complexities in Web text-handling activities 

at temporal level to gain its temporal contexts and interaction semantics. This work 

employs goal directed approach to orchestrate four personas in their respected 

scenarios. Then, the personas and scenarios are carefully examined by using abstract 

scene analysis in order to produce two models of Web text-handling activities.  These 

models have been used as the bases for the Web Text-handling Support System 

implemented as part of the research. 

 

Keywords: Web-text handling, instant feedback, goal directed approach, abstract scene analysis, 

temporal context, interaction semantics  

1. Introduction 

Learners in higher education must handle a finite collection of Web texts in 

order to complete an academic written task.  They accomplish the written task via 

searching and reading in increasingly complex forms of Web information and 

interaction (Bateman et. Al., 2012; Ageev et. al., 2011; Aula et.al., 2010, Downey 

et.al, 2010; Marchionini, 1998).  Many studies analyzing learners’ behavior have 

reported that some learners encounter searching and reading problems while handling 

Web text and are in need of various types of support (Moser et. al., 2011; McEneaney, 

2000).  However, there is also a lack of models that represent the complexity of Web 

text-handling, especially ones that focus on the learner’s behavior.  

Understanding human behaviour is a challenge and crucial need especially in 

the context of analysing and modelling social behaviour (Salah et. al., 2010). The 

human behaviour represents physical actions which can be detected and non-physical 

actions where their existence can only be inferred. The human behaviours are 

dynamic and keep on changing over times. Thus, the behaviours must be examined at 

temporal levels.  

Nevertheless, detecting of any human action may involve complex spatio 

temporal and semantic reasoning. For the purpose of analysing such complex actions, 

contextual cues are useful to be captured, gathered and analysed. The temporal cues 

consist of rich information in terms of temporal context and interaction semantics.  

The vast ranges of human contextual cues can only be captured and collected if such 
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cues were observed under experimental environment. The environment is set up 

within a predefined scope but participants are free to behave at their own pace. Their 

temporal data can be captured, collected and analysed without compromising its 

richness. 

This paper describes a qualitative experiment that gathers data about the Web 

text-handling behavior of learners. The goal directed approach is employed in order to 

convert the collected qualitative data into personas and their respected scenarios. 

Then, the personas and scenarios are carefully examined by using abstract scene 

analysis to produce a general model of how task-driven learners (in higher education) 

handle Web text in a real-life setting.  As a result, seven Web text-handling processes 

are derived from the outcomes of the experiment and the approach, forming a model 

of the learners’ processes in task-driven Web text-handling.  Then, the model is 

substituted into the model of learners’ behavior in Web text-handling in figure 5 

(Omar, Higgins, & Harrison, 2005). 

2. Methodology 

This section describes how behavioural data is stimulated, observed and 

captured in experimental environment. The experimental environment is designed in 

such a way behavioural data can be captured at real-time and real-life settings. 

Capturing real-life data (especially digitally) is important to this research for two 

reasons: first, it provides valuable insight about learners in a real-life situation; and 

second, it produces empirical data in digital form that can be automatically processed.  

The digital data is the primary source of interest, as they reveal potential Web text-

handling contextual cues and semantic reasoning to be used and investigated within 

the scope of this research.   

The study employs a combination of technologies to manually capture the 

richness of the Web text-handling process.  These are: 

 Web logging – a method used to keep track of the learner’s Web data in the form 

of navigation trails. 

 Video camera – a method used to capture the learner’s observable behaviour. 

 Audio recorder – a method used to capture the learner’s talk-aloud and a short 

interview. 

 Screen recorder – a method used to capture the learner’s screen content and screen 

interaction activities. 

A. Participants 

Six experienced computer users, with backgrounds in the fields of linguistics, 

history and computer science, took part in the experiment.  Although they were all 

regular computer users, they were chosen in anticipation of portraying 

distinguishable styles of information-seeking behaviour due to their differences in 

background, skills and knowledge. 

B. Task Design 

The participants were given a task in handling Web text.  The task was 

designed to enable them to demonstrate their Web text-handling skills in terms of 

how they seek, retrieve and select the Web resources.  Furthermore, the 

participants were required to write a short essay as specified in the task. They were 
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given 60 minutes to respond on the topic of Socialism.  The task was presented as 

follows:  

“The Web offers many definitions of the term Socialism.  Perhaps this is because it is a term that 

produces strong emotions, and it is a word that is considered important by groups as well as 

individuals. Your task is to spend an hour looking at the information available to you using 

whatever Web resources you are able to locate, and then to produce a document in MS-Word that 

presents and comments on some definitions of Socialism.  The total document should be succinct, 

no more than 500 words in length (you can count them using the Word Count tool in the Tools 

menu of Word), of which up to 300 words (60%) can be quotation, so you will not be writing more 

than 200 of your own words.  If you produce a good deal less than 500 words that will be fine, too.” 

C. Procedure 

Participants were expected to read the task written on paper, search the Web 

using the Internet Explorer software application and write a free-response text 

based on selected Web resources using the Microsoft Word software application.  

The three activities were presented concurrently (as shown in Figure 1) and were 

accessed interchangeably throughout the session.  

 

Figure 1.  The setting for Web text-handling experiments 

 

D. Data 

The participant saved his or her written text through the use of the text editor 

(Microsoft Word). Their Web navigation trails and text editing were recorded 

using the Camtasia software package that allowed screen and audio recordings.  

This combination of data from different sources, allows the data to be triangulated.  

Capturing audio data allows participants to think-aloud and explain why they 

perform specific actions at specific times; this represents their implicit actions.   

The data captured by the video and screen recorders provide us with the learners’ 

explicit actions in step-by-step form.  Thus, the triangulations of this data provide a 

fuller picture of the learners’ reasoning and interactions while Web text-handling is 

taking place. 

3. Result and Analysis 

This section describes the processes involved after the behavioural data is 

captured. The recorded materials were transcribed into transcripts for further analysis. 
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The transcripts are extracted in order to determine keywords that represent 

participants’ activities.  Figure 2 depicts the data analysis process.   

 

Figure 2.  The data analysis process 

 

Data in the transcripts is broken into human characteristics and activities. Based 

on the transcribed data, the participants’ actions which are in the form of verbs are 

extracted and then these verbs form units of verb-keyword.  In order to reduce the 

number of keyword units, a single verb-group was used to represent keywords with 

similar meaning, i.e., the ‘find’ and ‘search’ keywords were grouped into the ‘search’ 

group.   Each of these groups represents a distinct Web text-handling process, which 

will aid in modelling the characteristics, behaviour, motives and goals of personas. 

The humans with selected features are abstracted into four personas to represent 

four groups of people. Their activities are abstracted into respective scenarios with the 

carefully preserved verbs. Then, the personas and scenarios are orchestrated to form 

abstract scenes. Lastly, the abstract scenes are analysed in order to produce work flow 

which will be embedded into a model of human behaviour. 

A. Creating Personas and their Respective Scenarios 

In the goal directed approach, Cooper (1999) uses three tools: persona, goal and 

scenario.  The first tool is a fictional user to improve the representation of a product 

user, referred to as a persona.  He argues that using real users to design a product is 

“frequently useless and often detrimental to the design process” where personas have 

the potential to help us achieve the adage fundamental to user-centered design: ‘know 

thy user, for she is not you’ (Miaskiewicz & Kozar, 2011). 

.  The second tool is identification of the persona’s goals.  He argues that a 

product is considered good if the persona of a specific product uses it for some 

purpose and in return, the product helps the persona to complete related task and 

therefore achieve his or her purpose of using the system in the first place.  The 

third tool is a scenario, i.e. a fictional setting in which the intended persona is in 

context while using the product.  Although a disadvantage of Cooper’s approach is 

that he does not define his prescriptive model comprehensively, a more precise 

view of the approach is derived from multiple resources in related literature, i.e.  

(Matthews et al., 2012; Friess, 2012; Björndal et al., 2011; Nielsen et al., 2013; 
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Huang et al., 2012; Wills et al., 2007; Adler, 2005; Pruitt and Grudin, 2003; 

Randolph, 2004).   

Cooper (1999) suggests that, for every product, at least three unique personas 

are adequate for articulating the user population.  Adler (2005) suggests that the 

creation of personas, goals and scenarios is best based on empirical data obtained 

qualitatively through interviews or observations.  Junior and Filgueiras (2005) 

recommend personas are described around their behaviour patterns.   The patterns 

may comprise of attributes such as probable usage environments, time relevant to 

the context, solutions, relevant relationship and goals.  

In this work, the product is a model.  In this modelling work, four 

distinguishable action-figure personas were developed based on the previously 

collected data.  The four personas were chosen to represent four different groups of 

learners based on recommendation by experts in the reading domain. The 

personas’ actions were identified by observing the learners’ pattern of Web text-

handling behaviour towards accomplishing the given task.  In addition, the 

personas were also crafted to represent learners in higher level institutions.   

a. Persona 1 – Open-Oliver 

Open-Oliver is a first year student at the Department of Computer Science.  

He has good knowledge in his own subject area, but has fair background 

knowledge on the topic of socialism.  However, he is full of enthusiasm to finish 

the given task and to produce a good answer.  He has always considered himself as 

an organized person.  When he works on the computer, he likes to have all files he 

needs opened and ready to be used. 

Scenario: 

(1) He reads the task quickly and he reads it only once.   

(2) He starts Internet Explorer.   

(3) He puts keywords in the search engine.   

(4) Then, he searches the list of URLs displayed by the search engine.   

(5) He selects the URL which he finds interests him most.   

(6) He reads the associated Web pages quickly.   

(7) He leaves the window open.   

(8) He repeats step 2-7 several times until he is sure that he has enough 

information. 

(9) He opens a Microsoft Word document and starts writing.  He 

alternatively switches to one of the opened windows, he reads, 

sometimes he summarizes the Web text and sometimes he copy-and-

pastes to his document straight away. 

(10) He does not bother to read the task again to make sure whether his 

answer is correct or not, or to check whether he has enough time or not. 

He continues his work splitting his time between writing, reading, 

summarizing and copying until he feels satisfied. 

(11) Finally, he stops his work and submits his task.  
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b. Persona 2 – Choose-Charlie 

Choose-Charlie is a first year student at the Department of Engineering.  She 

is an average student and Socialism is definitely not her favourite topic.  She has a 

long list of things to do today, she has to finish her Math assignment, she must get 

something to eat and she must submit her lab work by half-past two.  Therefore, 

she has to find a way to finish this task quickly. 

Scenario: 

(1) She reads the given task quickly, but she has to read again and again in 

order to get some idea on how to answer.  Finally, she plans to find 

good lecture notes related to the given task somewhere on the Web and 

to work around them.   

(2) She starts the Internet Explorer application.   

(3) She puts keywords in the search engine.   

(4) Then, she searches the list of URLs displayed by the search engine. 

(5) She selects a URLs. 

(6) She reads the associated Web pages quickly.   

(7) She continues searching by repeating steps 4 and 5 until she confirms 

she cannot find what she wanted to find.  

(8) She repeats steps 3 to 7 until finally she finds what she is looking for. 

(9) She opens a Microsoft Word document and starts writing. 

(10) She switches between the selected Web page and copy-and-pasting 

here and there in her document.  She reads and revises her sentences 

and paragraphs. While alternating between writing and reading, she 

keeps on looking at her watch.  Every time she writes or deletes a few 

words, she uses the Word Count Tool to check her words limit.  Time 

is very precious to her and achieving the word limit is the vital signal 

for her to stop and submit her work.  Sometimes she reads again the 

task to check whether she is answering the given task.  She is not very 

sure whether her answer is correct or not.  But she is confident with the 

content on the lecture notes she found. 

(11) Finally, she decides that she wants to stop and submits her work.  She 

still has a long list of ‘things to do’ in her bag. 

 

c. Persona 3 – Smart-Sam 

Smart-Sam is a first year student at the Department of Education.  He is good 

in his own subject area and even more in the topic of socialism because it is among 

his favourite topics.  He has always considered himself as a competent computer 

user.  He is very confident he can produce a good answer for the given task.  For 

him, the given task is easy and he starts immediately.  

Scenario: 

(1) He skims through the task and he does it only once.   

(2) He starts the Internet Explorer application.   

(3) He puts keywords in the search engine.   

(4) Then, he searches the list of URLs displayed by the search engine.   

(5) He selects the URL which he finds interests him most.   
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(6) He reads the associated Web pages quickly.   

(7) He opens a Microsoft Word document. 

(8) He summarizes what he found and develops sentences and paragraphs 

in his document.  

(9) He repeats step 3-8 (except 7) several times until he is sure that he has 

enough information.  Once in a while, he checks his word count. 

(10) He is satisfied with his work and he decides to submit. 

d. Persona 4 – Copy-Cathy 

Copy-Cathy is a first year student at the Department of Education, specialized 

in History.  She considers herself as fairly competent in both areas: computers and 

socialism.  She always thinks doing a ‘Web text-handling’ task is a fairly easy job.  

She has nothing to worry about.  The Web has always given her an answer if she 

needs one. 

Scenario: 

(1) She reads the task twice to make sure she really understands what she 

has to do.   

(2) She opens a Microsoft Word document. 

(3) She starts the Internet Explorer application.   

(4) She puts keywords in the search engine.   

(5) Then, she searches the list of URLs displayed by the search engine.   

(6) She selects the URL which she finds interests her most.   

(7) She scans the associated Web pages quickly.  

(8) She copy-and-pastes a few sentences to her document.  

(9) She rearranges sentences, rearranges paragraphs, and adds or deletes a 

few words. 

(10) She repeats steps 4-9 several times until she is sure that she has enough 

information.  Once in a while, she checks her word count and the time. 

(11) Sometimes she feels that her answer is not complete, she reads the task 

again. 

(12) She is satisfied with her work and she decides to submit.  She asks how 

to submit her work and how to stop the application. 

B. Analysing Abstract Scenes  

The learners’ processes of handling Web text are derived from each persona’s 

steps (listed in their respective scenario).  In the Web text-handling model each 

step is turned into a node and the node is linked to other nodes via transitions.  

Each persona’s sequence of transitions is incorporated to form a final model.  As a 

result, the model (as depicted in Figure 3), consists of a combination of the Web 

text-handling processes for all personas, starting from when personas are given a 

task until they produce a written output and stop the text handling task. 
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Figure 3. A model of learner's behaviour in task-driven Web text-handling 

Five generalized groups of processes can be derived from the Web text-handling 

model  (Omar, Higgins, & Harrison, 2005; Omar, Harrison, & Higgins, 2004):  .  

(1) The first group: high-inference.  The high-inference processes include any 

personas’ cognitive behaviours, which cannot be digitally detected or 

captured by a standard computer system.  This is due to the computer’s lacks 

of ability to handle such data.  Examples of the personas’ high-inference 

behaviours are reading and understanding the task, timing and planning their 

progress.  

(2) The second group: seeking list of URLs.  The second group includes the 

personas’ ability to type keywords in the search engine; and to retrieve lists 

of search results supplied by the search engine.  

(3) The third group: reading and comprehending the Web contents.  The 

learners might read the content of the visited Web site in one of three ways: 

read the content of the Web page but be unsatisfied with the reading 

material and start the Web search again; read the Web page, then copy-

and-paste some of its content onto their working file; read the Web 

content and summarize it in their working file. 

(4) The fourth group: writing and editing.  Learner writes or edits his or her 

written text. 
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(5) The fifth group: high inference. This group included processes that are 

carried out when the learner decides the task is complete. They were 

classified as high inference sub-processes since they are primarily related to 

the technical side of the software and hardware used in the experiment.  For 

example, the learner asks a technician how to stop the software application 

and the learner wants to make sure all the files produced during the Web 

research session were saved. 

The model of learners’ behaviour in task-driven Web text-handling as 

presented in figure 3 is collapsed into a simplified model of seven processes 

(Omar, Harrison, & Higgins, 2004)) based on the groups of processes identified in 

the previous section. This is depicted in Figure 4. 

 
Figure 4.  The model of processes involved in Web text-handling 

There are four possible loops where the learner might repeat several processes 

in the Web text-handling model.  The first loop might occur if the learner 

repeatedly selects keywords until one is identified, which seems to offer the best 

list of URLs.  The second loop might possibly occur when the learner repeatedly 

selects or rejects Web sites out of the listed URLs.  The third loop occurs when the 

learner decides to provide new keywords to the search engine and to repeat the 

whole process from the starting point.  The fourth loop includes the looping 

between the processes of reading the Web content and writing.  The learner 

decides whether to ignore, to summarize or to copy-and paste the selected content 

from the chosen Web page to the working text file. 
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C. Modelling Complexity of a Web Text-handling Scenario 

In handling Web text, learners are expected to be involved in two complex 

activities concurrently: information-seeking activities and Web text reading 

activities.  Marchionini (Marchionini, 1998) defines seeking Web information as an 

intentional activity of open-ended seeking of electronic information and suggests 

that  “the ability to locate and apply information is an important component of 

what it means to be literate”.  These definitions are consistent with what was found 

in other reviewed literature (Broder, 2002, Comer, 2000, Marques et al., 2004). 

Hendry and Harper (Hendry and Harper, 1997) describe the information seeker as 

“a problem solver, who sets goals, monitors progress, explains solutions, and 

optimizes for solution quality in the time available” and as “a designer who often 

produces an artefact” in task-oriented information-seeking. 

Marchionini (Marchionini, 1998) describes the information seeker in a wider 

perspective covering pertinent factors of human-centred information-seeking in 

electronic environments.  In the framework, he specifies six information-seeking 

factors as follows: 

 Information seeker – the person who is expected to initiate the act upon his or 

her information gap/problem/task. 

 Task – the element that triggers the information seeker to act and comprehend 

some document and enhance/change his or her knowledge state. 

 Search system – the system which is responsible for representing knowledge 

and regulating the information seeker on how to access and use the 

knowledge. 

 Domain – any elements of knowledge in any field. 

 Setting – the place or the situation where the information-seeking activities 

take place. 

 Outcomes – the products (tangible/intangible) and processes (high/low 

inference) produced during the information-seeking activities or after they 

have taken place. 

Derived from the framework, in an information-seeking setting, the learner 

interacts with the computer search system in a task-driven manner in order to 

acquire domain-specific knowledge.  The outcome is an artefact which consists of 

a trail of processes and products (e.g. in written form containing a description or 

summary) as described by Hendry and Harper in the previous paragraph.  

Reading is an extremely complex process (Pressley, 1997) with products 

(Dreyer and Nel, 2003, Snow, 2002). The reading process consists of only three 

elements: the reader, the text and the activity (Snow, 2002).  The activity involves 

the reader to interact with transactions the published text (Goodman, 1994), think 

(Pumpfrey, 1977) and construct meaning (Rose and Dalton, 2002), and also to 

integrate information from a variety of sources (Goodman, 1994, Harrison, 2004).   

Combining the proposed model of Web text-handling processes (shown in 

figure 4) with previous research on information-seeking and Web text reading 

activities (previous two sub-sections) produces a model of Web text-handling 

behaviour (previously known as a model of input, process and output of online 
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reading comprehension in (Omar, Higgins, & Harrison, 2005)) that will be used in 

this study (depicted in figure 5). 

 

Figure 5.  The model of learners’ behaviour in Web text-handling (the offline materials are derived 

from literature, the online materials are derived from experiment). 

Based on the model of learners’ behaviour in Web text-handling shown in 

Figure 5, learners are affected by various factors before and during online reading.  

Learners’ reading skills, vision skills, Web skills, reading styles, goals and 

strategies, prior belief and the knowledge which they possess, guide them while 

reading and comprehending the current Web text.  

Based on the described personas and their respective scenarios, the following 

reading activity cycles were identified:  

(1) Upon reading the task, learners determine the keywords.   

(2) To determine the keywords, the Comprehension procedure is called where 

learners check their global coherence and global text structure selection. 

(3) They integrate input, check input with prior knowledge and make a decision to 

integrate (whether to add, delete or change) the prior knowledge with the 

current knowledge. 
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(4) Learners then determine keywords and search the Web by using a search 

engine.   

(5) Then, learners return to the next step in the Web text Reading Procedure, 

which is to navigate the search list provided by the search engine.   

(6) In the next step, learners select a Web page and read it.   

(7) Upon reading, learners will activate the Reading Procedure, where they 

integrate words, phrases and sentences while at the same time checking their 

local reading coherence.   

(8) After reading the selected Web page, learners decide whether to accept the 

content (copy and paste or summarize the content in the working document) or 

to reject the content and follow by activating the Comprehension Procedure 

again in order to check their current comprehension and to come up with a 

different keywords.   

The activation cycles of Web text Reading, Reading and Comprehension 

procedures continue until the learners are satisfied with their Web text handling 

and can then produce Web-text handling outputs as temporal contexts which can 

be seen: search lists (i.e. general search URLs), selected Web pages (i.e. specific 

Web pages’ URL) , copy-and-pasted text and rewritten text (in the form of free-

response text). Furthermore, the cycles show how the learners’ crucial activities are 

interconnected. Nevertheless, the flows of activities are not static and uniform 

which is regarded as individual learner’s interaction semantics which can only be 

inferred. 

4. Conclusion 

In summary, this paper has presented a grounding work on understanding 

complexities in Web text-handling activities at temporal level to gain its temporal 

contexts and interaction semantics. This work described a qualitative experiment 

which was conducted to obtain data on learners’ behaviour whilst handling Web text.  

The captured data was used to create four personas and their respective scenarios by 

following the goal directed approach. The personas were orchestrated in their 

respective scenarios to derive the processes that are involved in a Web text-handling 

activity. The processes were then used to develop a general model of learner’s 

behaviour in handling Web text.  This model was combined with existing theory of 

Web text reading and searching to form a model of a Web text-handling that have 

been used as the basis of a research on providing Web text-handling support for 

learners in higher institution.   
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