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ABSTRACT 

Wireless Sensor Network (WSN) refers to a group of spatially dispersed and dedicated sensors 
designed to monitor and record the physical conditions of the environment and organise the 
data collected at a central location. One of the problems in wireless sensor network (WSN) is 
the low computational resources available which is the limited battery life of sensor nodes. 
Hence, one of the ways to prolong the lifetime is to implement Low energy Adaptive Clustering 
Hierarchy (LEACH). The Compressive Sensing (CS) algorithm has been implemented to the 
network through Cluster Head (CH) to further the lifetime longevity. CS is a technique utilised 
for energy efficient data gathering in WSNs. Compressive sensing provides benefits such as 
robustness, long lifetime of the network, reduced energy consumption, and a simple routing 
scheme. The simulation testing and algorithm implementation have been done in MATLAB with 
the scripting language. Through the implementation of CS, it can be concluded that the CS 
algorithm helps increase the network lifetime by 9.7%. 
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1. Introduction  
 
Wireless Sensor Network (WSN) refers to a group of spatially dispersed and dedicated sensors 
designed to monitor and record the physical conditions of the environment and organise the 
data collected at a central location. WSNs are an evolving technique used to gather data from 
several environmental phenomena. It has a range of diversified fields of use, including home, 
workplace, automation and control, transport, health care, monitoring of the environment, 
protection and surveillance, and monitoring and detection of vehicles (Rehmani & Pathan, 
2016). Sensor nodes require more resources for connectivity than any other for communication. 
If there is an issue of power exhaustion, they often become invalid, and there is no way to 
recharge them (Hu, 2012). Given the situation that the sensor nodes in WSN have a non-
renewable energy supply, compressive sensing (CS) is beneficial to be implemented as it has 
the advantage of reducing energy consumption and prolonging network lifetime. Compressive 
sensing is a signal processing method for the efficient acquisition and reconstruction of a signal 
by finding solutions to undetermined linear systems. This method is based on the principle that 
a signal’s sparsity can be exploited through optimisation to recover it from far fewer samples 
than the Nyquist-Shannon sampling theorem requires. The compressive sensing in WSN allows 
for a reduction in the amount of data that must be transferred and stored and the recovery 
information from any requesting node (Martinez et al., 2016). Therefore, this project proposes 
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the implementation of a compressive sensing algorithm into WSN to reduce the energy 
consumption of the data transmission. 

2. Literature Review 
 
A wireless sensor network (WSN) is an interconnected wireless network consisting of 
independently configured devices, known as nodes, that use sensors to monitor the conditions 
of their environment (Olakanmi & Dada, 2018). The WSN has many applications ranging from 
environmental monitoring, surveillance tasks, controlling machinery, target tracking, military 
defence, healthcare, and industrial monitoring. The position of sensor nodes is not required to 
be engineered or predetermined, allowing random deployment in inaccessible terrain or disaster 
relief operations (Garg, 2007). The wireless network consists of a mobile network, a wireless 
LAN, a Bluetooth network, an ad hoc network. The sensor network has many characteristics, 
such as mobility, switching character and battery power limit capability, similar to the Ad hoc 
network (Liu et al., 2009). 
 
2.1 Routing Protocols 

 
Figure 1. Routing Protocols. 

 
A few routing protocols are used in WSN, as illustrated in Figure 1. The first protocol 

is the data-centric routing protocol, and it integrates data from several sensor nodes along a 
specific path. This protocol removes redundancy and reduces the overall quantity of data 
transmitted before transferring it to the base station. Direct diffusion, rumour routing, and the 
sensor protocol for information via negotiation (SPIN) protocol are examples of data-centric 
routing protocols (Olakanmi & Dada, 2018). The SPIN protocol is intended to compensate for 
flaws in other protocols, such as flooding and gossiping. The main idea is that, in contrast to 
meta-data, which is simply a description of the data sensed by the node, sharing data sensed by 
the node may need more resources (Shabbir & Hassan, 2016). Following is the hierarchical 
routing protocol. It groups network nodes into hierarchical clusters. The protocol selects a node 
with high residual energy to serve as the cluster head for each cluster. Each cluster node’s 
sensed data is sent through the network clusters’ cluster heads (Olakanmi & Dada, 2018). Low 
energy adaptive clustering hierarchy (LEACH) is a routing technique that organises the cluster 
so that all sensor nodes in the network divide energy evenly. The LEACH protocol creates 
many clusters of sensor nodes and a node designated as the cluster head, which acts as the 
routing node for all of the other nodes in the cluster (Shabbir & Hassan, 2016). The location-
based routing protocol routes information based on source and destination node distances. It 
calculates the distance between source and destination nodes to determine estimated routing 
energy. Location information allows the network to choose the best route (Olakanmi & Dada, 
2018). An example of location-based protocols is Geographic Adaptive Fidelity (GAF). GAF 
is a location-based energy-sensitive routing algorithm primarily designed for mobile ad hoc 
networks and used in sensor networks. This protocol aims to optimise the performance of 
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wireless sensor networks by identifying equivalent nodes with packet forwarding (Lee et al., 
2014). 

The QoS-based routing protocol balances efficient data delivery to the sink node with 
some predefined QoS metrics. Some of the existing QoS-based routing protocols are SPEED 
and QoS-aware and heterogeneously clustered routing (QHCR) (Olakanmi & Dada, 2018). 
Each SPEED node broadcasts a beacon packet to its neighbours periodically. This periodic 
beaconing is only used between neighbours to exchange information (Kordafshari et al., 2009). 
For real-time applications and delay-sensitive applications at lower energy, the QHCR protocol 
provides dedicated paths. The QHCR protocol consists of collecting information, selecting 
cluster heads, and stages of intra-cluster communication (Olakanmi & Dada, 2018). The 
mobility-based routing protocol is a simple protocol that assures data transportation from source 
to destination nodes. Some of the examples are Tree-based efficient data dissemination protocol 
(TEDD) and scalable energy-efficient asynchronous dissemination (SEAD) (Olakanmi & 
Dada, 2018). TEDD is a technique for distributing data in an energy-efficient manner using a 
mobile sink. Initially, it creates a tree with a root node (Sharma & Jena, 2014) and SEAD also 
consider the distance and packet traffic rate between nodes while generating near-optimal 
dissemination trees. Sinks can move while still receiving data updates if they do not 
communicate their location to the tree (Kim et al., 2003). 
 
2.2 Low Energy Adaptive Clustering Hierarchy (LEACH) 
 
Low Energy Adaptive Clustering Hierarchy (LEACH) routing protocol is classified into the 
hierarchical routing protocol, and it is one of the energy-efficient protocols. It’s also a self-
organising, adaptive clustering protocol that distributes the energy load evenly throughout the 
network’s sensor nodes using randomisation-based probability (Singh, 2015). The network is 
divided into different clusters, each with its own Cluster Head (CH), which is connected to the 
cluster members nodes, and a Base Station (BS) that collects the aggregated data from the 
cluster head. Because the cluster head has more functions than the other nodes, it consumes 
energy more quickly than the others, causing it to expire sooner (Nasr & Quwaider, 2020). 

The disadvantage of the LEACH routing protocol is that it does not take the residual 
energy of nodes into account when selecting cluster head nodes; the selected node must act as 
the cluster head node regardless of residual energy. Furthermore, the cluster head node is 
chosen at random, which cannot ensure that the cluster head is distributed evenly, and the 
different number of cluster member nodes will result in different energy consumption of the 
cluster head, and the algorithm assumes all nodes have the same initial energy (Yufeng et al., 
2013). 
 
2.3 Compressive Sensing 
 
Compressive sensing (CS) is a signal processing technique used to efficiently acquire and 
reconstruct a signal from a reduced set of measurements by using prior knowledge of the 
signal’s sparsity on some basis. The Nyquist–Shannon sampling rate efficiently samples the 
data at a rate significantly lower than the classic requirement in uniform sampling (Khosravy 
et al., 2020). In short, a lower number of measurements produced by multiplying a sufficiently 
large signal by a well-defined matrix can be retrieved with a high probability. (Taghouti, 2020).  

In data collection over WSNs, compressive sensing becomes important as it can 
significantly improve the efficiency of the routing protocol. The main goal of applying CS to 
WSN data aggregation is to reduce the cost of communication. CS is used to significantly 
reduce the number of transmissions in WSNs by working together with network coding (Ifzarne 
et al., 2020).  CS is a concept originating from the signal processing field. The strength of 
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compressive sensing is its ability to reconstruct a small number of measurements from a sparse 
or compressible signal without requiring any prior knowledge of the structure of the signal. CS 
is beneficial when signals are sparse on a known basis, measurements are costly, and 
computations at the receiver end are inexpensive (Masoum et al., 2013).  CS includes different 
ways to represent a signal with a limited number of measurements and reconstruct it from those 
measurements. The effectiveness with which the original signal has been retrieved from the 
compressed information is critical in the compressive sensing framework. Compressive sensing 
reconstruction can be divided into a few classifications, namely convex relaxation, non convex 
relaxation algorithm, iterative threshold algorithm, Bregman iterative algorithm, and 
combinatorial algorithm, as shown in Figure 2. 
 

 
Figure 2. Compressive Sensing Reconstruction. 

 
Convex relaxation is the process of taking a non-convex problem that has to be solved 

and replacing it with a convex problem that can be solved. Typically, this is accomplished by 
either convexifying the constraints or convexifying the functional constraints. (Romberg, 
2015). To get reconstruction, it solves a convex optimisation problem using linear 
programming. Although the number of measurements needed for perfect reconstruction is low, 
the approaches are computationally demanding. (Luiz et al., 2016). 

There are many important practical problems that are non-convex, and most non-
convex problems are challenging to solve precisely in a reasonable period. As a result, the idea 
of employing heuristic algorithms, which may or may not provide desired results, was 
developed. The optimisation is carried out through different minimisation approaches with 
certain variables maintained constant in a cyclical way and linearisation techniques, in which 
the objectives and constraints are linearised or approximated by a convex function (Luiz et al., 
2016). For the iterative threshold algorithm, Blumensath and Davies (2010) proposed the 
Iterative Hard Thresholding (IHT) method for recovery in a compressed Sensing scenario, and 
implementation of this approach has demonstrated its theoretical guarantee. The main idea 
behind IHT is to look for a good candidate for an estimate of support set that fits the 
measurement (Luiz et al., 2016). 

The Bregman iterative algorithms have given an efficient and straightforward method 
for addressing the ll minimisation issue using the Bregman iterative algorithm (Luiz et al., 
2016). It presents a new approach that provides accurate solutions to restricted issues by 
addressing a succession of unconstrained sub-problems created by a Bregman iterative 
regularisation scheme (Manchanda & Sharma, 2020). The combinatorial algorithm is a class of 
group testing techniques to recover sparse signals. Compared to convex relaxation or greedy 
algorithms, it is highly fast and efficient (Luiz et al., 2016). For Φ to be sparse, a specific 
prototype in the measurements is required for this algorithm (Manchanda & Sharma, 2020). 
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3. Methodology 
 
This chapter is about analysing the result obtained from the testing phase that has been 
conducted. Both LEACH and compressive sensing are simulated using MATLAB version 
R2020a. The project managed to display the information needed for performance evaluation, 
such as tested and reconstructed image details, the energy consumption of nodes per 100 
rounds, the number of alive nodes per 100 rounds and the first dead node of both simulations 
of WSN. 
 
3.1 Implementation of Wireless Sensor Network 
 
Compressive sensing has been tested using an image before implementing it on WSN. Figure 
3 shows the original image, simplifying the simulation testing and cutting down the simulation 
runtime, and the image has been downsized by 40%. The information of the image is as stated 
in Table 1. 

 
Figure 3. Original Image. 

 
Table 1: Details of the Original Image. 

 Original Image Resized Image 
Dimensions (pixel) 250x250 150x150 
Size (bytes) 111,385 47,022 
Resolution (pixel) 72 72 

 
3.2 LEACH Simulation 
 
In this subtopic, an explanation of LEACH simulation using MATLAB has been laid out. 
Figure 4 is the random generated WSN Topology with the details of the simulation environment 
setup as in Table 2. In LEACH, the initial data packet size of 4000 bytes is affected when 
compressive sensing is implemented. The simulation testing has made a few assumptions. 
Firstly, all nodes in the network have the same initial energy. Next, throughout the simulation, 
all nodes are static, and data is always sent from nodes. 
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Figure 4. WSN Topology at the Beginning of Simulations. 

 
Table 2. LEACH Parameters of Simulation. 

Parameter Value 
Sensor deployment area 100 x 100 m 
Base Station Location (50,50) m 
Number of nodes 100 
Energy Model Battery 
Data Aggregation Energy 5*0.000000001 J 
Initial energy of sensor 0.5 J 
Probability of node to become cluster head 0.1 
Maximum round 5000 

 
Simulations were conducted against a sensor area of 100x100 meters, and a sink node 

was set in the middle of the area. Also, 100 battery-powered nodes have been deployed in the 
sensor area. Next, the initial energy of each node is set to 0.5 joules with the data aggregation 
energy of 5*0.000000001 joules. Furthermore, the probability that the node would act as the 
cluster head at a time has been set to 0.1 probability, and lastly, the maximum lifetime of the 
simulation is 5000 rounds. With the parameter has been stated, the following topic is the result 
of the simulation. 

4. Result and Finding 
 
From the explanation that have been discussed, this study has conducted experiments to prove 
the use of compressive sensing. The code in Figure 5 has been used to apply the algorithm. It 
is also to obtain the information of M and N for the compression formula (1), 
 

𝑦𝑦 =  Φ𝑥𝑥 (1) 
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where Φ is 𝑀𝑀𝑀𝑀𝑀𝑀 CS matrix, hence, 𝑀𝑀 = 1000 and 𝑁𝑁 = 3600 satisfy the condition 
that 𝑁𝑁 “𝑀𝑀.   
 

Figure 5. Compression Sensing Formulation. 
 
The result of the reconstructed compressive sensing algorithm is shown in Figure 6 

with the least-square problem and basis pursuit minimisation. The results were obtained 
through 60x60 pixels of the resized images and have been classified into variable A. 

 

Figure 6. Packet Size Calculation. 
 

Table 3 shows the information of the tested image. The tested image only took 40% of 
the resized image for testing with the size of 2,686 bytes, and it is done to reduce the processing 
time. According to the table, the size has been reduced to 14%, from 2,686 bytes to 376 bytes. 
This reduction rate is next implemented in LEACH simulation, specifically, on Cluster Head.  
 

Table 3. Details of Tested Image. 
 Tested Image Compressed Image Reconstructed Image 

Dimensions (pixel) 60x60 60x60 60x60 
Size (bytes) 2686 376 1005 
Resolution (pixel) 72 72 72 

 
Compressive sensing is only implemented into the cluster head because it consumes 

more energy than other nodes since all nodes send their data to their cluster head. Hence, 
implementing compressive sensing to cluster head will prolong the lifetime of the cluster head 
and the network. The code in Figure 5 is how the rate is implemented into the cluster head in 
the LEACH simulation. The reconstruction rate of the implemented compressive sensing 
algorithm can be calculated to 37.42%, referring to Table 3.  
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                                (a)                                                                          (b)   
Figure 7. WSN Topology at the end of the simulation (a) without CS implementation and (b) with 

CS implementation. 
 

Figure 7 shows the end of the simulation with both implementations. The green dot 
represents the sink, while the red dots are the dead nodes. While both show that all nodes have 
runs out of energy, what differs is how long the networks last, and it can be measured by the 
number of rounds that both networks manage to last. With the implementation of compressive 
sensing on cluster head, it has prolonged the network lifetime from 1554 rounds to 1705 rounds 
which is equivalent to an increment of 9.7%, 

 

 
Figure 8. Number of Alive Nodes. 

 
Table 4. First Dead Node. 

Without Compressive Sensing With Compressive Sensing 
1409 1509 

 
As shown in Figure 8, the number of alive nodes at the beginning of both simulations 

are 100. With the difference of 100 rounds, the simulation without compressive sensing 
implementation started having a dead node in round 1400, and the simulation with compressive 
sensing implementation started having a dead node in round 1500, as shown in Table 4.  
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In simulations conducted using an environment without compression sensing, at round 
1500, the number of nodes decreased compared to the previous round by 77%. The 33 nodes 
and the network is entirely dead in round 1600 nodes. In the simulation with CS 
implementation, the performance is slightly better with the decrement of 57% in round 1600 
from the previous round and in the next round, it went through 95% decrement to 2 nodes of 
43 nodes from round 1600. 
 

 
Figure 9. Residual Energy of Nodes. 

 
Figure 9 shows the residual energy left in nodes through the rounds until all nodes are 

dead. The residual energy can observe that the network with compressive sensing 
implementation lasts slightly longer than the network without compressive sensing 
implementation. That happened due to the data compression applied to the packet in one of the 
environments. Hence, by implementing this simulation, it has been proven that compressive 
sensing can help in prolonging the network lifetime. 

5. Conclusion 
 

Wireless sensor network (WSN) is a large-scale wireless network that is infrastructure-less, and 
batteries typically power the nodes. The energy efficiency in this wireless network is a 
challenge due to the limited battery capacity of the nodes. Hence, this project proves that 
implementing a compressive sensing algorithm in the data before the transmission increased 
the network’s longevity. Therefore, from the testing conducted, it can be concluded that the 
implementation of compressive sensing does increase the lifetime of the nodes. So, this leads 
to the increment of the network’s longevity by 9.7%, and the number of rounds can observe it 
until all nodes are dead. 
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