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ABSTRACT 

Predicting life expectancy has become more important nowadays as life has become more 
vulnerable due to many factors, including social, economic, environmental, education, 
lifestyle, and health condition. A lot of studies on life expectancy have been carried out. 
However, studies focusing on the Asian population are limited. This study presents machine 
learning algorithms for life expectancy based on the Asian population dataset. Comparisons 
are made between tree classifier models, namely, J48, Random Tree, and Random Forest. 
Cross validations with 10 and 20 folds are used. Results show that the highest accuracy is 
obtained with Random Forest with 84% accuracy with 10-fold cross-validation. This study 
further identifies the most significant factors that influence life expectancy prediction, which 
includes socioeconomic factors and educational status, health conditions and infectious 
disease. 
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1. Introduction 

The lifespan of a person is a mystery that nobody has ever known. People do not know how 
long they are going to live or how they will live their lives. Life expectancy seems to be the 
critical metric for assessing the health of a population. Life expectancy refers to the number 
of years a person can expect to live. Estimates suggest that life expectancy was about 30 years 
around the world during the pre-modern era, but it has increased more than doubled since 
1900 (Roser et al., 2019). Between 2000 and 2019, life expectancy increased by more than six 
years globally between the year 2019 and 2000 (World Health Organization, n.d.-b).  

Life expectancy can be influenced by several factors such as socioeconomic status, 
healthcare availability and quality, lifestyle, nutrition, social factors, genetic factors, and 
environmental factors. In a study done on the Asian population of countries including 
Singapore, Malaysia and Thailand, the results showed that the higher levels of socioeconomic 



Abdul-Rahman et. al., Malaysian Journal of Computing, 7 (2): 1150-1161, 2022 

 

1151 

 

advantage and more excellent healthcare resources of the people were more likely to enhance 
life expectancy (Chan & Kamala Devi, 2015).  

With the growth of big data and analytics, many available data can be collected and 
analysed for researchers to predict life expectancy. A process of exploring large datasets to 
identify unknown patterns or relationships, or even anomalies that are present in the data, is 
called data mining. Data mining and machine learning might be used interchangeably, but 
there are differences between the two. Data mining investigates the patterns in the data. In 
contrast, machine learning goes beyond what has happened in the past to predict the 
outcomes. The outcome is based on what the machine has learned from the pre-existing data. 
Recent developments in data mining have been applied in many classifications works, such as 
in disease prediction (Nalluri et al., 2020; Shuja et al., 2020; Verma et al., 2020), social 
studies  (Song & Song, 2021; Vanlalawmpuia & Lalhmingliana, 2020), agriculture (Kaur et 
al., 2021), education (Ahmad Tarmizi et al., 2019; Basheer et al., 2019; Mohammad Suhaimi 
et al., 2019) and many more. Several data mining classifications have been used in previous 
studies on life expectancy, including Decision Tree, Naïve Bayes, k-Nearest Neighbor and 
Support Vector Machine (Mohammad Suhaimi et al., 2019; Sharma et al., 2016).  

This study examines the prediction of life expectancy based on the dataset on life 
expectancy for Asian countries. The objective of this study is two-fold: the first is to 
investigate the factors influencing life expectancy, and the second is to compare the 
performance of the classification of life expectancy of the Asian population using machine 
learning algorithms (MLAs) approaches based on the identified factors. Three MLAs, namely 
J48, Random Tree, and Random Forest, are used to develop the predictive models. The 
performances of these MLAs are evaluated with several accuracy metrics. The following 
sections discuss the past works related to life expectancy factors and MLAs, the methodology, 
the results, and findings, and finally, the conclusion and possible future works. 

 

2. Related Works  

2.1      Life Expectancy Influencing Factors 

There are many studies on factors influencing human life expectancy. Some aspects found to 
have associations with life expectancy were genomics, environment, socioeconomics, and 
patient behaviour (Kang & Adibi, 2018). Monsef and Mehrjardi (2015) studied the 
determinants of life expectancy according to social, economic and environmental factors. The 
study also revealed that unemployment and inflation were the key economic factors that had a 
negative impact on life expectancy, but gross capital formation and gross national income had 
a favourable effect. Financial and education were also contributing factors toward better life 
expectancy as it was believed that a better financial state provided a better quality of life 
(Kaplan et al., 1996; Walczak et al., 2021). In addition, better education helps the person to 
live a better life with a fully equipped home, better education and the ability to have high-
quality medical care (Luy et al., 2019). 

A person's life expectancy could also be influenced by demographic characteristics, 
lifestyle, and health and disease indicators (Walter et al., 2012;   Li et al., 2020). In most 
countries, studies on genomic elements associated with organisms, including the structure of 
the human genetic code, revealed that women lived longer than men (Le et al., 2015; Bin-
Jumah et al., 2022). There was also a link between parents' life expectancy and their 
children's life expectancy, which is slightly higher than the link between their spouses' life 
expectancy (Fire & Elovici, 2015). Lifestyle was another contributor to human life 
expectancy. Early exposure to unhealthy daily habits such as smoking, drinking alcohol, and 
drug abuse could make the person's mortality rate shorter than those who receive it later; this 
could be because early exposure could increase the chance of getting killing diseases such as 
cancer, stroke, diabetes, and dementia (Rizzuto & Fratiglioni, 2014). Several studies also 
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indicated that immunization had contributed to life expectancy and quality of life 
improvement (Andre et al., 2008; Destefano et al., 2019; Gagneur et al., 2019). 

2.2      Life Expectancy Prediction with Machine Learning 

Studies on life expectancy depend mainly on the labelled dataset in which supervised 
approaches are more relevant. Further studies on tree-based classification models have been 
used in several life expectancy studies (Karacan et al., 2020; Meshram, 2020; Vydehi et al., 
2020). Karacan et al. (2020), a survey of life expectancy across countries based on the World 
Health Organization (WHO) dataset using a decision tree revealed that 9 out of 25 attributes 
significantly influence life expectancy. A recent study comparing life expectancy in rich and 
developing nations using three regression models, Linear Regression, Decision Tree 
Regressor, and Random Forest Regressor, found that the Random Forest Regressor was the 
best model with R2=0.99(training) and 0.95(testing), along with 4.43 and 1.58 as the mean 
squared error and mean absolute error.  

Artificial Neural Networks (ANN) have also been a common choice for life 
expectancy prediction studies. Beeksma et al. (2019) found that by utilizing an extended 
short-term recurrent neural network and unstructured clinical free-text, the model achieved a 
level of accuracy comparable to human accuracy (20% accuracy), and the keyword model 
boosted prediction accuracy to 29%. The researchers believed that this model tends to make 
pessimistic forecasts, whereas doctors tend to make optimistic predictions. In Wang et al. 
(2017), several models were also used to predict chronological age based on patients' medical 
records, including Random Forest, Elastic Nets and deep ANN. It was found that ANN 
yielded the best performance with an increase in sample size (377,686 medical records from 
patients aged 18-85 years old) with an accuracy of 90%. 

Agarwal et al. (2019), in their study on predicting the life expectancy of the 
population over various continents of the world, and classifying the likelihood of occurrence 
of long-standing diseases, applied simple linear regression and multiple linear regression used 
for the former and decision tree and random forest algorithms for the latter. The study showed 
that Multiple Linear Regression produced the most accurate results for predicting average 
population life expectancy given current continent features. In contrast, Random Forest had 
better results for indicating the likelihood of the five diseases (HIV/AIDS, measles, 
diphtheria, hepatitis B, and polio) occurring across continents. 

2.3      Machine Learning Algorithms 

Among the many Machine Learning Algorithms (MLAs), decision tree techniques such as 
J48, Random Tree, and Random Forest are commonly used. These techniques are available in 
WEKA (Eibe et al., 2016) and are widely used for classification studies. J48 is a classification 
algorithm that generates a decision tree. It is one of the best machine learning algorithms to 
examine the data categorically and continuously (Saravana & Gayathri, 2018). Random Tree 
is another supervised classifier that is available in WEKA. It is an ensemble learning 
algorithm that generates individual learners or a set of tree predictors that is called a forest. 
Employing a bagging approach produces a collection of data to create a decision tree. 
However, using Random trees or bagged decision trees has a disadvantage whereby the 
decision trees constructed using the greedy approach select the best split point at each step in 
the tree-building process. The process causes the trees to appear very similar, and 
consequently, the variance of the prediction from all the bags is reduced; therefore, the 
robustness of the prediction could be deteriorated  (Brownlee, 2019). Random Forest is an 
extension of a Random Tree that can be used for classification or regression. Instead of 
employing greedy splitting like in a bagged decision tree, the split points can only be chosen 
randomly from a subset of input attributes during tree building. This single change reduces 
the similarity between the bagged trees and the predicted outcome (Brownlee, 2019).  
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3. Methodology 

This study has gone through several phases, as shown in Figure 1, which are: i) Data 
collection, ii) Data preparation and pre-processing, iii) Model development and evaluation. 
The descriptions of these phases are described in the following sections. 

 

Figure 1. Flowchart of the research methodology 

 

3.1      Data Collection 

The data used in the study was the dataset on life expectancy that is available on the Kaggle 
website (https://www.kaggle.com/datasets/kumarajarshi/life-expectancy-who). The data 
consists of life expectancy data from 193 countries, with 22 attributes and 2938 instances or 
records, from 2000 to 2015. Table 1 summarises the Life expectancy attributes and their 
descriptions. 
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Table 1. Profile of Life Expectancy Attributes 
Attribute Description 
Country Country 
Year Year  
Status Develop or Developing Country 

Adult mortality Adult Mortality Rates of both sexes (probability of dying 
between 15 and 60 years per 1000 population) 

Infant deaths Number of Infant Deaths per 1000 population 

Alcohol Alcohol, recorded per capita (15+) consumption (in litres of 
pure alcohol) 

Percentage expenditure Expenditure on health as a percentage of Gross Domestic 
Product per capita (%) 

Hepatitis B Hepatitis B (HepB) immunization coverage among 1-year-
olds (%) 

Measles  Measles - number of reported cases per 1000 population 
BMI Average Body Mass Index of the entire population 
Under-five deaths Number of under-five deaths per 1000 population 
Polio Polio (Pol3) immunization coverage among 1-year-olds (%) 

Total expenditure General government expenditure on health as a percentage 
of total government expenditure (%) 

Diphtheria Diphtheria tetanus toxoid and pertussis (DTP3) 
immunization coverage among 1-year-olds (%) 

HIV/AIDS Deaths per 1 000 live births HIV/AIDS (0-4 years) 
GDP Gross Domestic Product per capita (in USD) 
Population The population of the country 

Thinness 10-19 years Prevalence of thinness among children and adolescents for 
Age 10 to 19 (%) 

Thinness 5-9 years Prevalence of thinness among children for Age 5 to 9(%) 

Income composition of resources Human Development Index in terms of income composition 
of resources (index ranging from 0 to 1) 

Schooling Number of years of Schooling(years) 
Life expectancy (class/output) Life expectancy in age 

 

3.2      Data preparation dan pre-processing 

The dataset was downsized to the Asia continent, which consists of five regions, namely 
Eastern Asia, Southern Asia, Central Asia, Western Asia, and Southeast Asia, and 48 
countries. In the dataset, however, only data from 46 countries were available. The final 
instances used in the study were 736. Data preparation and pre-processing, classification and 
evaluation were handled using WEKA (Waikato Environment for Knowledge Analysis) 
software and can be downloaded from the WEKA website (https://waikato.github.io/weka-
wiki/downloading_weka/). It is a collection of advanced machine learning algorithms and 
pre-processing data tools written in Java. It can perform data mining tasks like data 
categorization, clustering, regression, attribute selection, and many more.  

Before proceeding with data pre-processing, the data needed to be cleaned; some 
missing values were detected in the dataset. Thus, the missing values were treated using the 
'ReplaceMissingValue' function. The missing values were replaced with the mean value. 
However, some missing values remained untreated for the attribute 'schooling' for the country 
Republic of Korea. This missing value was manually filled with the value of '12'; which is the 
total number of years that Korean students usually spend during schooling (elementary, 
middle and high school) (National Center on Education, n.d.;  Education system, 2020). 
Korean education ministry adapted 6-3-3-4 in their education system, whereby 6 years are 
spent for elementary study, while 3 years are allocated for middle school, 3 years for highs 
school and 4 years in university or college. 



Abdul-Rahman et. al., Malaysian Journal of Computing, 7 (2): 1150-1161, 2022 

 

1155 

 

The next step is, performing binning or discretization on the attribute 'Life 
Expectancy', the expected class output. Binning is done to transform a continuous or 
numerical variable into a categorical feature. The values for the Life Expectancy attribute 
were the numbers representing age. Thus, it had to be categorized into a smaller number of 
age intervals. In WEKA, binning was done using the discretization function, where; the bins 
were set to be '5'. Binning is also performed on the attribute 'BMI' to categorize the values 
into five intervals.  

Afterwards, the next step was checking the presence of outliers and extreme values in 
the dataset. The function used was 'InterQuartileRange'. The outliers and extreme values were 
then removed using a function in WEKA called 'RemoveWithValue', where the process is set 
to remove attributes with outliers and extreme values. The attributes were mostly numerical 
and had varying scales; thus, data normalization was performed. Data normalization is 
rescaling one or more attributes to the range of 0 to 1. The normalization was carried out with 
WEKA by selecting the Normalize filter and applying it to the dataset. 

The purpose of feature selection was to find the features that substantially impact the 
model's performance. The selection procedure entailed searching the data for all possible 
combinations of attributes to determine which subset of attributes would be most beneficial 
for the prediction. With the WEKA function' Select Attribute', the selection was made using 
the Wrapper evaluator and 'BestFirst' method. The classifier used in selecting the attribute 
was the Random Forest, as the classification process would use this classifier. The 'BestFirst' 
method was used in the backward direction since the selection was to find the most 
influencing attributes towards the output prediction.  

3.3      Model Development and Evaluation 

The models J48, Random Tree, and Random Forest were developed and evaluated with the 
cross-validation technique, a resampling approach for evaluating machine learning models on 
a small sample of data. It involves the parameter called k, which represents the number of 
groups into which the dataset is to be split. This approach divides the dataset into 
approximately equal sizes of k groups of folds, and the first fold is used as a validation set 
while the remaining k-1 folds are used as training (James et al., 2013). In this study, 10 and 
20 folds were chosen. For the tree-based classifier models, i.e., Random Forest, Random Tree 
and J48, the performance analysis is conducted against their accuracy, Root Means Squared 
Error (RMSE), Relative Absolute Error (RAE) and Receiver Operating Characteristic (ROC) 
Area. RMSE is the measure of the standard deviation of residuals, which is calculated with 
the square root of the mean squared area. RAE is another metric normally used to measure the 
performance of a predictive model. It is the measure in percentage of how much the result 
deviates from the actual value. ROC Area summarises the overall diagnostic accuracy of the 
test, which takes the value between 0 (perfectly inaccurate) and 1 (perfectly accurate). The 
ROC area measures discrimination, that is, the ability of the test to perform the classification 
correctly. The value of ROC area between 0.7-0.8 are acceptable, 0.8-0.9 are excellent, and 
above 0.9 is outstanding (Hosmer & Lemeshow, 2000). 
 

4. Results and Discussion 

4.1     Tree Classifier Model Performance with Full Features 

Before the feature selection was conducted, the data were first analyzed with all the available 
features by applying the tree classifier models: Random Forest, Random Tree and J48. These 
algorithms were run with 10-fold and 20-fold cross-validation techniques. Table 2 
summarizes the performance result for these classifiers. 
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Table 2. Performance Results of Tree Classifiers (with full features) 

 Random Forest Random Tree J48 

Metrics 10-fold 20-fold 10-fold 20-fold 10-fold 20-fold 
Accuracy (%) 88.24 87.62 81.42 82.04 78.64 75. 85 
RMSE 0.193 0.193 0.27 0.264 0.271 0.288 
RAE (%) 31.34 31.10 26.53 25.49 36.98 41.78 
ROC Area 0.973 0.974 0.868 0.877 0.889 0.864 

 
Based on the table above, it can be concluded Random Forest is the best technique 

among the three techniques of tree classifiers. The method achieved an accuracy of 88.24% 
when tested with 10-fold and 87.62% with 20-fold cross-validation. RMSE is the lowest, with 
0.193 for both settings. However, the lowest RAE is found for Random Tree of 20 folds 
(25.49 %). Although the value of Random Forest's RAE is higher (31%) than that of the 
Random Tree, Random Forest's ROC Area is higher (0.97). Based on these results, it can be 
concluded that Random Forest with 10-fold is the best classifier model when experimenting 
with all attributes. 

4.2     Tree Classifier Model Performance with Selected Features 

Feature selection was then performed to identify the attributes that influence life expectancy. 
The feature selection done with WEKA revealed that 11 attributes have an influence on the 
outcome. This included 'year', 'adult mortality', 'infant deaths', 'BMI', 'under-five deaths', total 
expenditure, 'diphtheria', 'HIV/AIDS', 'GDP', 'income composition of resources' and 
'schooling' attributes. The data was re-modelled again with the same tree classifiers based on 
these identified attributes. Table 3 shows the experiment's results with the tree classifiers 
based on the 11 attributes, and Figure 2 shows the accuracy results. It is shown that between 
10-fold and 20-fold cross-validation, there is not much difference in the accuracy values, 
especially on Random Forest and Random Tee. 

Table 3. Performance Results of Tree Classifiers (with selected features) 

 Random Forest Random Tree J48 

Metrics 10-fold 20-fold 10-fold Metrics 10-fold 20-fold 
Accuracy (%) 84.83 84.21 78.64 78.33 81.11 80.50 
RMSE 0.212 0.208 0.292 0.295 0.2656 0.2663 
RAE (%) 39.95 38.31 30.65 31.29 34.06 34.44 
ROC Area 0.962 0.967 0.847 0.838 0.887 0.877 

 

Random Forest and J48 have higher accuracy with 10-fold while Random Tree has 
higher accuracy with 20-fold. Among the three classifiers, the highest accuracy is obtained 
with Random Forest with 10-fold cross-validation, which is 84.83%. Figure 2 shows the 
RMSE, RAE and ROC Area chart combination. The figure shows that lower RMSEs are 
achieved with Random Forest, and the lowest is with 20-fold cross-validation, which is 
0.2081, although the difference with 10-fold is relatively minimal. 

RAE value is the lowest for Random Tree (30.65%). Although the value of Random 
Forest's RAE is slightly higher than the RAE of the Random Tree, Random Forest's ROC 
Area is higher (0.967). The results show that Random Forest is still the best technique among 
the three tree classifiers. This result is in sync with the findings from Karacan et al. (2020), in 
which Random Forest was found as the best model for life expectancy prediction.  
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Figure 2. RMSE, RAE and ROC Area for tree classifiers 

 

4.3     Factors Influencing Life Expectancy  

During the attribute selection exercise, 11 attributes were found to have a strong association 
with life expectancy. The attributes' total expenditure', 'GDP' and 'income composition of 
resources were found to have an influence on life expectancy. Thus this finding is in sync 
with the works by Kaplan et al. (1996), Monsef and Mehrjardi (2015) and Walczak et al. 
(2021), whereby socioeconomic-related factors were found to have a positive impact on life 
expectancy. The attribute 'schooling' is also consistent with the findings by Luy et al. (2019), 
whereby the study demonstrated a strong association between education and overall 
population health. As for mortality or death-related attributes such as 'adult mortality', 'infant 
deaths', and 'under-five deaths', whether or not these factors have a strong influence on life 
expectancy, it was debatable (Murray, 1988). However, recent studies indicated that infant 
mortality levels lead to higher life expectancy at birth, suggesting the longevity of people in 
five EU countries (Miladinov, 2020). For the health-related attributes yielded in the attribute 
selection exercise, which were 'BMI' and 'HIV/AIDS', this finding is supported by several 
studies such as Walter et al. (2012) whereby this study indicated that life expectancy could be 
influenced by demographic characteristics, lifestyle and indicators of health and diseases. 
Although recent findings suggested that the life expectancy of adults with HIV infection may 
be comparable to that of people without HIV infection, more emphasis must be paid to 
preventing comorbidities in HIV patients (Marcus et al., 2020). Another attribute found that 
has an association with life expectancy was 'diphtheria'. This finding is also supported by the 
research done by Agarwal et al. (2019), as discussed in the previous section. Diphtheria is a 
disease caused by particular bacteria and has caused many deaths, especially in developing 
countries (World Health Organization, n.d.-a). Studies have shown that the diphtheria vaccine 
has reduced the number of reported cases by more than 90%, consequently improving the 
population's life expectancy (Clarke, 2017; World Health Organization, n.d.-a;  Sharma, et al., 
2019).  

 

5. Conclusion and Future Works 

This research has presented the classification results for life expectancy for the Asian 
population. Data mining approaches using several classifiers and regression models have been 
applied. The findings show that Random Forest performs better in terms of accuracy when 
compared with other tree classifier models, J48 and Random Tree. This study also found that 
several attributes strongly correlate with life expectancy, and these attributes are mainly 
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related to economic and educational status, health conditions and infectious disease. Further 
studies could further explore more deeply on the correlation between the attributes and life 
expectancy. Additionally, a study on a recent dataset could also be conducted especially with 
the consequences of the current COVID-19 pandemic. The country-based analysis could also 
be established as different countries have different economic situations, education, and even 
healthcare facility status. Different algorithms such as artificial neural networks, support 
vector machines or logistic regression could also be applied to compare the results.   
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