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ABSTRACT 

Employee promotion plays an important role in an organization. It aids to inspire employees 
to grow and develop their skills, thus increase employee loyalty and reduce the turnover rate. 
This study predicts employee job promotion based on employee promotion data by using a 
hybrid sampling method with machine learning. The purpose of this study is to accelerate the 
promotion process and share the important features that might be determined when 
promoting an employee. In this study, there are eight machine learning algorithms have been 
used, such as Logistic Regression, Decision Tree, Random Forest, K-Nearest Neighbors, 
Support Vector Machine, Naïve Bayes, Adaptive Boosting Classifier, and Extreme Gradient 
Boost. The purpose of using eight machine learning algorithms is to find out the most suitable 
model to predict employee promotion. Additionally, hybrid sampling methods like Synthetic 
Minority Oversampling Technique combined with Edited Nearest Neighbor (SMOTE+ENN) 
and Synthetic Minority Oversampling Technique combined with Tomek Link 
(SMOTE+Tomek) were adopted. These two techniques are to cure the imbalanced dataset. 
For the importance of feature selection, the Recursive Feature Elimination method with 
Random Forest Classifier model (RFE-RFC), Explained Variance Ratio method with 
Principal Component Analysis (EVR-PCA), and the Rank Feature Importance method with 
Extra Classifier Tree model (RFI-ECT) is applied. The first 5, 8, and 12 features are selected 
based on the RFI-ECT to train the machine learning algorithms. As a result, the model is 
evaluated by precision, recall, and F1-score. In conclusion, the top five rank feature 
importance methods with the Extra Classifier Tree model are region, department, previous 
year rating, KPIs met and above 80%, and award won. The results suggest that 
SMOTE+ENN and Extreme Gradient Boost with eight features have the highest-performing 
model in this study. 
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1. Introduction  

Employee promotion means the ascension of an employee to higher ranks like a salary 
increase, higher status, more benefits will receive, and job responsibilities will become heavy. 
Employees are most motivated by this duty because it is the greatest honour for their loyalty 
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and dedication to the organization (Jyoti, 2022). Promoting an employee will take a long time 
and need to collect data or feedback and analyse the data. It will increase the workload of the 
human resource (HR) team.  

Human Resource Analytics (HRA) is a variety of tools, technologies, and methods for 
acquiring, saving, retrieving, and interpreting data to assist business users in making better 
choices to reduce the HR team’s workload (Bandi et al., 2021; Jain & Bhushan, 2020). For 
example, the HR team used HRA to estimate the requirement of human resources in 
recruitment, training, development, retention, promotion, transfer, performance appraisal, 
retirement and others. (Kakulapati et al., 2020). The goal is to increase the quality of people-
related decisions so that individuals and organizations can perform better (Jomthanachai et 
al., 2022). 

Research works on machine learning have received great attention in the past decade 
such as Aimran et al. (2022), Pisal et al. (2022), Malik et al. (2022), to name a few. Machine 
learning is training and testing past data and envisioning a future outcome. Machine learning 
is categorized into two types, (1) supervised learning – dealing with classification data; and 
(2) unsupervised learning – classifying the cluster data (Punnoose & Ajit, 2016).  It is an 
intelligent algorithm that helps tackle some problems by increasing efficiency, decreasing the 
cost and workload of data analysis; increasing effectiveness by enhancing data quality when 
deciding the future (Garg et al., 2021). For example, International Business Machines 
Corporation (IBM) fills the job gaps by using intelligent algorithms to tailor applicants 
suitable for particular positions (Castellanous, 2019). Furthermore, Club Med custom-made 
rewards for each of the employees by drilling into data and analytics to identify employee 
contribution and performance in the workplace (Bolton et al., 2019)  

Promotion studies can help workers obtain development opportunities and assist 
enterprises in selecting and retaining talents. Human Resource Management (HRM) has 
always been a research hotspot. However, formal studies rely on gathered data through 
questionnaires and interviews, there will be limitations in sample size, and subjective 
considerations are likely to impact the outcome (Aleem & Bowra, 2020; Hetland et al., 2018). 
In the era of big data, machine learning has progressively become more prevalent in human 
resource management. Despite some accomplishments in utilizing big data analytic tools in 
HRM, relatively little research has applied machine learning to promotion attributes, and 
further exploration of employees' promotion is necessary (Garg et al., 2021; Zhu, 2021).  

In a previous study, a professional development dataset has been used to predict the 
employees' promotion. The features in this dataset include department, region, education, 
gender, recruitment channel, no. of training, age, previous year rating, length of service, KPIs, 
awards, and average training score. Thus, the selected machine learning techniques applied in 
the study are Decision Tree, Random Forest, and Support Vector Machine. The model is 
validated by evaluating it with three distinct training and testing groups, and there are 80:20, 
70:30, and 60:40 ratios. In addition, SMOTE is adopted to deal with data imbalances. In 
conclusion, validation of Random Forest with SMOTE in 80:20 proportions achieve good 
accuracy (96.32%) (Keawwiset et al., 2021).  

Another research work is conducted to identify the employees most likely to get 
promoted by using 38,312 samples from the training dataset to train the model and 16,496 
samples from the test dataset to test the model. The features used to predict employees' 
promotion include division, foreign school, geographical zone, working experiences, and 
education. The researchers replaced the missing values with mode values for each feature and 
used the resampling technique to solve the imbalanced response feature. Thus, Gradient Boost 
(GB), Random Forest (RF), Catboost, and Extreme Gradient Boosting (XGBoost) are the 
machine learning techniques used in this prediction. In a nutshell, Catboost and XGBoost 
scored the highest (93%), followed by RF (88%) and GB (84%) (Ibrahim et al., 2020). 
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The previous study showed the prediction of employees' promotion based on the 
geographical position (area, administrative division, particular region) and structural position 
(department, level, size of company). This dataset contains 17,704 samples and is split into 
training and testing models. Thus, three supervised machine learning algorithms like Random 
Forest, Logistic Regression, and AdaBoost, are adopted. In split training data and test data, 
cross-validation (cv=5) is used to prevent random factors. Besides, the synthetic minority 
over-sampling technique (SMOTE) is applied to deal with the imbalanced dataset. After that, 
to determine the best classifier, the researchers used a grid search to adjust hyper-parameters. 
In the paper, the champion model is the Random Forests Classifier, which returns the 
accuracy and AUC at 85.6%, recall at 88.9%, and precision at 83.4% (Liu et al., 2019).  

In another study, the prediction of 77,218 employee promotion information in 
Chinese state-owned enterprises based on personal primary information data (birth date, 
gender, degree of education, hometown, and nationality) and position information data (work 
department, department level, position type and level, personnel nature, start time of current 
position). The features are built based on unique values, mode, highest or lowest value, count 
the number of different values, and calculate the difference between two dates. It uses min-
max normalization to deal with numerical features and One-Hot encoding to transform 
discrete elements, dividing the dataset into a train and test set with 80:20 ratios. Thus, six 
classification algorithms such as Support Vector Machine (SVM), Random Forest (RF), K-
Nearest Neighbor, Decision Tree, Logistic Regression (LR), and AdaBoost are used. The 
performance in the cross-validation accuracy score, RF (0.902), is the best, followed by SVM 
(0.894), LR (0.892), and Adaboost (0.892). The working years, positions and department 
level were ranked as the top three features in this research (Long et al., 2018). 

Another study is to solve the process of employee promotion based on ability 
(dependability, job knowledge, interpersonal relationship, performance under pressure, 
creativity) and loyalty (attendance, quantity of work, accuracy, courtesy, and housekeeping). 
In this work, the scoring rules are sorted from excellent (5) to the worst (1) and analyzed by 
using the Mamdani Fuzzy method. In conclusion, it had an accuracy of 91.4% in testing data 
with an average speed of 1.24 seconds (Zulfikar et al., 2018).   

The regression analysis is used to describe the variance of an independent variable 
over the dependent variable, such as predicting employee happiness, employee loyalty, and 
employee performance (Saxena et al., 2021). The company uses a performance rating scale to 
measure the quality of an employee. There are nineteen features used to calculate an 
employee, such as intelligence, ability, responsibility, morals, etc. According to the forecast, 
if an employee's performance is exceptional, they will be promoted. However, if an 
employee's performance is good, medium, or poor, they will need to acquire some training 
and identify their weak areas to improve (Sarker et al., 2018).  

This study aims to use machine learning to accelerate the whole promotion process. 
Specifically, this study focuses on predicting employee promotion using hybrid sampling 
methods with machine learning. This study also captures the important and relevant features 
which affect employees getting a promotion. Three main objectives need to be addressed in 
this study, which is (1) to identify machine learning algorithms that are suitable for users to 
predict employees' promotion, (2) to identify performance metrics suitable for evaluating the 
models' performance and lastly, (3) to compare the models' performance and determine the 
champion model 

Employees' promotion prediction can be marked as a binary classification because it 
classifies data points into one of two classes: "Promoted" or "Non-Promoted." Since there is 
no one of the best algorithms can be applied to any dataset, a set of algorithms will be 
experimented with to evaluate the most suitable algorithm for the dataset in this study. For 
this study, eight supervised machine learning algorithms were tested with: (1) Logistic 
Regression Classifier (LRC); (2) Decision Tree Classifier (DTC); (3) Random Forest 
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Classifier (RFC); (4) K-Nearest Neighbors (KNN); (5) Support Vector Machine (SVM); (6) 
Naïve Bayes (GNB); (7) Adaptive Boosting Classifier (ABC); (8) Extreme Gradient Boost 
(XGB). For the details of supervised machine learning algorithms will explained at section 2 
Methodology.  

1.1 Hybridization Sampling 

An imbalanced dataset refers to one of the classes in a binary category that is lower than 
another one (Lin et al., 2021). This issue is of utmost importance since it affects numerous 
fields with considerable environmental, vital, or commercial significance and has been 
demonstrated in some instances to significantly impede the performance achievable by 
conventional learning methods (Malik et al., 2022).  

A standard classification algorithm frequently misclassifies the patterns of the 
minority class when used directly to imbalanced data because of their bias towards the 
dominant class. It will assume that all classes will experience equal misclassification costs to 
another problem with typical classification algorithms; nonetheless, minority classes are 
frequently linked with greater misclassification costs. Misclassification of minority patterns in 
this situation could have devastating effects. Because of this, the problem of class imbalance 
must be properly addressed when constructing efficient categorization systems. There are 
divided into three categories: (1) data-level solutions, (2) algorithmic solutions, and (3) 
ensemble learning-based solutions to overcome imbalanced datasets. Amongst these three 
solutions, data-level solutions are the most popular solution that will be applied. Due to it 
being user-friendly, easy to understand, viability, and great proficiency. Under-sampling and 
over-sampling are the two prevalent methods, and both are efficient in various problem 
circumstances (Devi et al., 2020).  

For datasets with a smaller ratio of class imbalance, the under-sampling methods are 
good to consider. The under-sampling method is to redistribute the training dataset and 
weights by fewer majority instances. This covers a variety of techniques, including random 
and non-random under-sampling. However, employing this method can result in the loss of 
some important data. Additionally, data under-sampling produces a within–class distribution 
if the majority class is made up of several classes.  

High-class imbalance scenarios can be successfully handled by oversampling 
approaches. The oversampling method is creating synthetic instances and adding them to the 
minority class, these strategies aim to redistribute the training data. In order to achieve the 
appropriate class ratios, various techniques are used, such as reproducing the minority class 
and adding some produced synthetic samples. These methods have the advantage over under-
sampling methods in that all training instances are preserved. However, the over-sampling 
strategy drowns the retrieved real-world cases in synthetic ones and distorts the classification 
results when there is a substantial imbalance ratio between classes.  

The basic concept for hybrid sampling is to remove some samples from the majority 
class (negative examples) and progressively replace them with new positive examples. A 
hybrid sampling includes two parts: an under-sampling method and an over-sampling method. 
In this study, we present a hybrid sampling strategy that under-sampling the majority class 
using the Edited Nearest Neighbor (ENN) and Tomek Link and over-sampling the minority 
instance using the Synthetic Minority Oversampling Technique (SMOTE) (Gazzah et al, 
2015) 

The Edited Nearest Neighbor (ENN) and Tomek Link are under-sampling methods. 
The Edited Nearest Neighbor (ENN) can reduce the majority class by applying the KNN 
approach and detecting and deleting noisy examples (Guan et al., 2021; Jeon & Lim, 2020). 
Tomek Link is to discover all instances in the majority class and helps the classifier make 
better borderline judgments (Sawangarreerak & Thanathamathee, 2020). 
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Furthermore, the over-sampling method - the Synthetic Minority Oversampling 
Technique (SMOTE) generates some positive class samples and mollifies the imbalance of 
network traffic data. According to Xu et al.'s (2020) empirical results, SMOTE is a perfect 
match for ENN. As a result, imbalanced data can be transformed into balanced data, and 
skewed distribution also can be corrected (Jiang et al., 2020; Lu et al., 2016). 

 

2. Methodology 

 

 

Figure 1. Methodological Framework. 

2.1 Data Retrieval 

"HR Analytics: Employee Promotion Data" was obtained from Kaggle.com. A multinational 
company's Data Scientist creates the dataset. The dataset contains 54,808 instances with 14 
attributes. In addition, this dataset includes numeric and categorical data types in columns. 
The study aims to identify which machine learning technique can produce high accuracy by 
using different hybridization sampling methods and different features. The dataset consists of 
14 attributes; 13 are input attributes, and 1 is a target attribute referred to as "is_promoted" 
with binary labels (0=No, 1=Yes). The description of features is shown in Table 1.  

Table 1. Attributes Description in the Employee Promotion Dataset. 

 Attribute Description 
1 employee_id Unique ID for the employee 
2 department Department of employee 
3 Region Region of employment (unordered) 
4 Education Education level 
5 Gender Gender of employee 
6 recruitment_channel Channel of recruitment for employee 
7 no_of_trainings no training was completed in the previous year on soft skills, technical 

skills, etc. 
8 Age Age of employee 
9 previous_year_rating Employee rating for the previous year 
10 length_of_service Length of service in years 
11 KPIs_met >80% if % of KPIs (key performance indicators) > 80% then 1 else 0 
12 awards_won? if awards were won during the previous year, then 1 else 0 
13 avg_training_score The average score in current training evaluations 
14 is_promoted (target) Recommended for promotion 
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2.2 Data Cleaning 

Data cleaning includes checking missing values, duplicating data, inspecting useless features, 
and converting object variables into categorical variables. 

2.2.1 Check Missing Value 

Missing values have a big impact on how well a classification model works (Zahin et al., 
2018). So, checking missing values is an important process before analyzing the dataset. The 
function to check the missing value is isnull().sum(). Figure 2 shows that the "education" 
features and "previous_year_rating" features have missing values. To solve the present 
missing values, replace them with mode values based on each feature. 

 

 

Figure 2. Missing Values Count and Percentage. 

 

2.2.2 Check Duplicate Data 

Besides that, use the function duplicated().sum() to check duplicate data. In this dataset, there 
is no duplicated data.  

2.2.3 Inspect Useless Features 

Next is to inspect the useless features and drop them. For example, this dataset found that 
"employee_id" has only one unique value for each observation and did not impact or change 
anything in the dataset. So, the function drop() from Pandas was used to remove this column.  

2.2.4 Convert Object Variables to Categorical Variables 

The dataset has five object types which are "department", "region", "education", "gender", 
and "recruitment_channel". The object type in the dataset has been changed to the category 
type to have greater memory use and become faster. The first memory usage was 5.9+MB, 
and after changing the data types, the memory usage only left 3.6MB.  
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2.2.5 Exploratory Data Analysis (EDA) 

The purpose of exploratory data analysis (EDA) is to find out why people get promoted and 
what factors they are commonly looking for as potentially significant to get a promotion. 
Graphical techniques were used to accomplish this. It allowed researchers to investigate the 
elements that influence employees to determine whether or not the factors are the primary 
causes of promotion. In this research, we have applied descriptive statistics to calculate, 
describe, and summarize datasets. Besides, a correlation matrix has been applied to find out 
the correlation between each variable. The results of the analysis will be shown in section 3. 
Results and Discussions.  

2.4 Machine Learning Modeling 

Machine learning modelling includes feature engineering, data preprocessing, data modelling, 
and model evaluation.  

2.4.1 Feature Engineering  

2.4.1.1 Label Encoder 

The scikit-learn package for machine learning algorithms only allows numerical input and 
output. The columns of "department", "region", "education", "gender", 
"recruitment_channel", "no_of_trainings", "length_of_service", "avg_training_score", and 
"age" contain textual or categorical data. Therefore, these textual or categorical data must be 
encoded as integer values before the training and testing of the machine learning models. The 
LabelEncoder package from the Scikit-learn preprocessing library encoded the categorical 
features. All the categorical values were transformed to a value between 0 and n-1, with n 
being the total number of classes.  

2.4.2 Data Preprocessing 

2.4.2.1 Split Data 

Before building the machine learning model, the dataset needs to be split into train and test 
sets using the train_test_split() function. The entire employee promotion dataset is separated 
based on the rule of thumb, the 70:30 ratio (train: test) (Ayoubi et al., 2018). 70% of train 
data will be used to fit the machine learning model, and 30% of test data will be used to 
evaluate the models.  

2.4.2.2 Feature Scaling  

The standardscaler() function from the scikit-learn preprocessing package is applied to scaling 
X_train and X_test in the feature scaling section. The purpose of using standardscaler() is to 
standardize features by eliminating the mean and scaling to unit variance (Pedregosa et al., 
2011).  

2.4.2.3 Handling Imbalanced Data 

In this dataset, the target variable is imbalanced. 91.48% of employees have "No" and only 
8.52% of employees have "Yes." To deal with such imbalanced data, hybrid sampling 
SMOTE+ENN and SMOTE+Tomek were used in the dataset.   
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2.4.2.4 Feature Importance 

Feature selection methods with libraries and parameters used are library "pandas" and 
"seaborn." We use the Recursive Feature Elimination method with Random Forest Classifier 
model (RFE-RFC), Explained Variance Ratio method with Principal Component Analysis 
(EVR-PCA), and the Rank Feature Importance method with Extra Classifier Tree model 
(RFI-ECT) to determine the feature importance. 

2.5 Data Modeling 

The machine learning algorithms used in this study are LogisticRegressionClassifier (LRC), 
DecisionTreeClassifier (DTC), RandomForestClassifier (RFC), KNeighborsClassifier (KNN), 
SVC (SVM), GaussianNaïveBayes (GNB), AdaBoostClassifier (ABC) and XGBClassifier 
(XGB). The training data is fed into each machine learning model and created as a model fit. 

2.5.1 Logistic Regression Classifier (LRC) 

Cox (1958) proposed Logistic Regression as a typical classification approach employing 
linear discriminants. It is an essential tool for modelling because the response variable logistic 
regression is a powerful modelling technique. Moreover, it is used to forecast the analysis of a 
project (Jaffar et al., 2019). 

2.5.2 Decision Tree Classifier (DTC) 

Morgan and Sonquist (1963) published a Decision Tree in 1963. It is a type of classification 
analysis utilized to create a tree model with a gain ratio. Essentially, it identifies decision 
factors that might be discounted without increasing cost, and it simply requires a dataset with 
correctly predicted variables. According to Saxena et al. (2021), this is the best model to train 
modules by Human Resource teams. The Decision Tree algorithm's benefit is that it will 
return good accuracy and robustness of the classifier. However, the drawback of Decision 
Tree algorithms is overfitting because the subtree may be repeated several times (Zhou et al., 
2021). This successive model effectively and cohesively connects a sequence of actual tests. 
A numeric attribute is matched to a threshold value and tested one by one (Charbuty & 
Abdulazeez, 2021).  

2.5.3 Random Forest Classifier (RFC) 

The Random Forest algorithm is famous in the ensemble learning technique because each 
branch is split from a subset (choose best predictors) and chosen randomly. However, it 
primarily uses bootstrap aggregation or bagging for tree learning. In bagging (bootstrap + 
aggregating), each model uses a bootstrapped data set, which is aggregated to predict the 
model. In the end, a simple majority vote is used to make a prediction (Punnoose & Ajit, 
2016).   

2.5.4 K-Nearest Neighbors (KNN) 

Cover and Hart (1967) proposed the K-Nearest Neighbors algorithm in 1968. KNN is a lazy 
learner algorithm. It gathers training examples and defers model construction until the 
classification test is delivered (Mulak and Talhar, 2013). KNN is a simple and successful 
approach because it is a non-parametric technique frequently employed in various domains 
(Yuan et al., 2021). KNN categorizes data items based on their closest neighbours. It is well 
worth considering (Punnoose and Ajit, 2016).  
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2.5.5 Support Vector Machine (SVM)  

Cortes and Vapnik (1995) suggested a Support Vector Machine in 1995. SVM can help to 
solve massive classification data. It is like a discriminative classifier because separating the 
new sample data into a suitable group is good. The process for SVM is to design a 
hyperplane. After that, divide the categorical data into two classes. Then, it will maximize the 
geometric distance between the nearest data points (Zhao et al., 2018). 

2.5.6 Naïve Bayes (GNB) 

One of the supervised learning techniques with no connections between each attribute is 
called Naïve Bayes (Varmedja et al., 2019). The theorem of Bayes is the foundation of Naïve 
Bayes. It is a popular classification strategy that divides examples into categories based on the 
likelihood of events occurring (Sisodia et al., 2017). It is the most attractive classification 
algorithm because it is simple, has computing efficiency, and has excellent performance for 
real-world issues. In addition, Naïve Bayes analyzes data considerably more rapidly and 
accurately (Jaffar et al., 2019). 

2.5.7 Adaptive Boosting Classifier (ABC) 

AdaBoost is also called 'Adaptive Boosting,' which Freund and Schapire (1999) proposed. 
This model can adapt to the problem by merging numerous "weak classifiers" into one 
"strong classifier." However, this model is not easy to over-fit compared with other machine 
learning methods. The classifier used in the AdaBoost process may be weak (the 
classification error rate is high). Nevertheless, we must note that the random classification 
model will be higher than the classification error rate (Tsai & Hung, 2021).   

2.5.8 Extreme Gradient Boosting Classifier (XGB)  

One of the boosting algorithm members is Extreme Gradient Boosting, introduced by Chen 
and Guestrin (2016). Multiple regression trees are used to integrate XGB, such that the 
predicted value of the tree group is as close as possible to the actual value. The goal for XGB 
is to reduce the risk from the structural (Zhang & Lu, 2021). XGB's strength is its speed, 
which is faster than other standard machine learning algorithms since it can efficiently 
analyse massive volumes of data in parallel (Chen & Fan, 2021).  

2.6 Model Evaluation 

Traditionally, the accuracy measure is used to determine the performance of the predicted 
model, but because of the imbalanced data used in this research, this measure will not be 
efficient owing to the overwhelming majority class (Malik et al., 2022). Consequently, 
different criteria are needed to evaluate the model’s performance. The common evaluation 
metrics in classification cases other than accuracy measures are recall, precision and F1-score 
(Nandipati et al., 2020). A recall is the proportion of real employee promotion predicted 
correctly by the model as successful cases. On the other hand, precision is the proportion of 
predicted observations such as the successful cases of employee promotion predicted by the 
model that is accurate (Cruz and Wishart, 2006). Performance measurements such as the F1 
measure give equal consideration to precision and recall. Moreover, the misclassification rate 
or error rate will be used which determines the percentage of misclassified observations by 
the model (Al Khaldy & Kambhampati, 2018). The description of the evaluation metrics is 
mentioned in Table 2(a) and Table 2(b). 
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Table 2(a). Model Evaluation. 

Evaluation 
Metrics 

Explanation 

Confusion 
Matrix 

It is a primary means to evaluate classification problems' errors (Malik et al., 2022). 
When the TP and TN classes are higher, FP and FN classes are lower than the 
algorithms that have done an excellent job. 
 

  Predicted 

 Confusion 
Matrix 

Negative Positive 
A

ct
ua

l 

Negative 
True Negative 
(TN) 

False Positive 
(FP) 

Positive 
False Negative 
(FN) 

True Positive 
(TP) 

*Binary Classifier: 0-Negative; 1-Positive 
 
TN: Predict the employee non-promoted, and the model also predicts non-promoted 
employees. 
FN: Predict incorrectly. When the employee is promoted, but the model thinks the 
employee non-promoted 
TP: Predict the employee promoted, and the model also predicts promotion. 
FP: Prediction incorrectly. When the employee is non-promoted, the model thinks the 
employee is promoted (Lanier, 2020). 

Evaluation 
Metrics 

Explanation Formula 

Support  The number of actual occurrences 
of the class in the provided 
dataset.  

                                    (1) 

                                    (2) 

             (3) 
Precision  It can also be called positive 

predictive value. It explains the 
number of expected cases that 
happened (Das, 2015; Tatbul et 
al., 2018).  

       (4) 

        (5) 

   (6) 
Recall It can also be called sensitivity or 

true positive rate (TPR). It 
explains how many of the actual 
positive cases with our algorithm 
were able to accurately predict 
(Das, 2015; Tatbul et al., 2018).  

              (7) 

              (8) 

                      (9) 
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Table 2(b). Model Evaluation. 

Evaluation 
Metrics Explanation Formula 

F1-score  
(Harmonic 
mean) 

The F1 score is a metric that 
combines precision and recalls to 
assess the accuracy of anomaly 
predictions (Tatbul et al., 2018). 
The worst value is 0, and the best 
deal is 1 (Chicco and Jurman, 
2020).  

     (10) 

     (11) 

                              (12) 

 

3. Results and Discussions 

This section shows descriptive statistics, multi-collinearity, imbalanced dataset and Hybrid 
Sampling dataset performance, and a comparison of imbalanced and hybridization sampling. 

3.1 Descriptive Statistics  

Descriptive statistics are a set of methods for calculating, describing, and summarizing 
datasets in a logical, comprehensible, and time-effective manner (Vetter, 2017). The 
descriptive analysis was done by using the describe(include="all") function from Pandas. 
Table 3 shows the statistical properties of each numerical feature, such as mean, standard 
deviation, and interquartile values. In addition, to the categorical variables, this study 
provides an overall sense of unique, top, and frequency values for each categorical feature.  

Table 3. Descriptive Profile of Variable. 

Numerical Variable Categorical Variable 

Variable Mean Std. Min Max Variable Unique Top Frequency 

No of trainings 1.25 0.61 1 10 Department  9 Sales & 
Marketing 

16840 
Age 34.80 7.66 20 60 
Previous year 
rating 

3.30 1.21 1 5 Region  34 region_2 12343 

Length of 
service 

5.87 4.27 1 37 Education  3 Bachelor’s 39078 
Gender  2 Male 38496 
Recruitment 
channel  

3 Other 30446 
Avg. training 
score 

63.39 13.37 39 99 

3.2 Preview of Multi-collinearity 

Next, will look at how variables are related to each other. Various methods/visualizations can 
be used for this, such as scatter plots, correlation matrices, variance inflation factors, and 
others (Cheruku, 2019). In this study, a correlation matrix was applied. A correlation matrix is 
a matrix that shows how two variables in a dataset are statistically related. There are three 
types of relationships: positive, negative, and none. A positive correlation indicates that the 
two variables rise and fall in sync. 

Moreover, negative correlation means when two variables move in opposite 
directions, i.e., two variables rise/fall in sync (Oladunni & Sharma, 2016). When creating 
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models, highly correlated variables are avoided because they can skew the output and make 
"noise" or inaccuracy in the model (Anderson, 2019). For example, based on the correlation 
matrix Figure 3, "age" and "length_of_service" have moderate correlations, and other features 
have weak correlations with each other.  

 

 

Figure 3. Correlation Matrix of Variables. 

A selection of relevant features is recognized as effective in improving model 
performance. From Figure 3, correlation analysis revealed that the dataset lacks strongly 
associated features. As a result, no attributes can be removed as highly associated features. 
So, the feature-selected approaches have been applied to help evaluate the essential features. 
The different feature selection approaches revealed different sequences for feature selection.  
Table 4 shows the results for the Recursive Feature Elimination-Random Forest Classifier 
(RFE-RFC) used to select suitable features and remove the weakest variable within a dataset, 
Principle Component Analysis (PCA) used to reduce the number of features within a dataset, 
and Rank Feature Importance method with Extra Tree Classifier (RFI-ECT) used to compute 
the rank of each variable in a dataset.  

Table 4. The Sequence for Features Selected from Different Feature Selection Methods. 

FS method Sequenced for features selected of FS method 
RFE-RFC department, avg_training_score, KPIs_met >80%, region, previous_year_rating, 

awards_won?, age, recruitment_channel, gender, education, length_of_service, 
no_of_trainings.  

PCA department, region, education, gender, recruitment_channel, no_of_trainings, age, 
previous_year_rating, length_of_service, KPIs_met >80%, awards_won?, 
avg_training_score 

RFI-ECT Region, department, previous_year_rating, avg_training_score, KPI_met >80%, 
awards_won?, age, recruitment_channel, gender, length_of_service, education, 
no_of_trainings 
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In the Rank Feature Importance method, the feature has a higher score, which means 
that the feature is more important or related to the output variable. This score aids in the 
selection of the most important aspects for model construction and the elimination of the less 
important ones. This situation frequently leads to increased accuracy and prevents overfitting 
by discarding irrelevant features (Abubaker et al., 2020; Sharaff & Gupta, 2019). An extra-
tree classifier was chosen due to its explicit meaning, simple features, and ease of conversion 
to "if-then" rules. Meanwhile, selected the extra-tree method because it implements a meta 
estimator that fits several randomized decision trees (a.k.a. extra-trees) on various sub-
samples of the dataset. So, we opted for the "RFI-ECT" method to compute the features. 
Table 5 showed the RFI-ETC for the top 5 and 8 features.  

Table 5. Two Feature-selected Datasets Selected from RFI-ETC. 

No. 
Feature 

Feature selected attributes 

8 region, department, previous_year_rating, avg_training_score, KPIs_met >80%, 
awards_won, age, recruitment_channel 

5 region, department, previous_year_rating, avg_training_score, KPIs_met >80% 

3.3 Imbalanced dataset and Hybrid Sampling dataset performance with 12 features/ 
8 features / 5 features 

This study aims to learn how classifiers performed with hybrid sampling methods of the 
employee promotion datasets. To the best of the author's knowledge, the employee promotion 
dataset is normally analyzed using machine learning with SMOTE to handle imbalanced data. 
As a result, no comparative studies between the imbalanced dataset utilized a hybrid sampling 
method with eight machine learning approaches. The F1 score has been used to determine the 
performance of each classification algorithm.  

In Table 6 show the performance comparisons of the imbalanced dataset and hybrid 
dataset with 12 features. The imbalanced dataset shows the highest F1 score (91.08%), 
precision (92.43%), and recall (92.98%) in XGB, followed by RFC with a 90% of F1 score. 
Next, the SMOTE+ENN hybrid sampling dataset shows the highest F1 score with 90.07% in 
XGB, followed by RFC with an 86.79% F1 score. Finally, the SMOTE+Tomek hybrid 
sampling dataset shows the highest F1-score (90.42%) and recall (91.20%) in XGB. Based on 
the table, the imbalance dataset had the highest overall average in F1-score, and recall, 
followed by SMOTE+Tomek and SMOTE+ENN.  

Table 6. The Performance Comparisons of the Imbalanced Dataset and Hybrid Sampling Dataset with 
12 Features. 
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Next is the eight selected features were taken into consideration to build a model and 
the result showed in Table 7. First, the imbalanced dataset shows the highest F1 score 
(91.14%), precision (92.34%), and recall (92.98%) in XGB, followed by RFC with a 90.89% 
of F1 score. Next, the SMOTE+ENN hybrid sampling dataset shows the highest F1-score 
with 90.86% in XGB, followed by DTC with an 88.41% F1-score. Finally, the 
SMOTE+Tomek hybrid sampling dataset shows the highest F1-score (89.44%) and recall 
(88.88%) in XGB. Based on the table, the imbalance dataset had the highest overall average 
in F1-score, precision, and recall, followed by SMOTE+ENN and SMOTE+Tomek.  

Table 7. The Performance Comparisons of the Imbalanced Dataset and Hybrid Sampling Dataset with 
8 Features. 

 
 

Lastly, the five selected features were taken into consideration to build a model. From 
Table 8, the imbalanced dataset shows the highest F1 score (91.34%) and recall (92.97%) in 
RFC, followed by XGB with a 90.87% F1 score. Next, the SMOTE+ENN hybrid sampling 
dataset shows the highest F1-score with 87.58% in XGB, followed by DTC with an 83.28% 
F1-score. Finally, the SMOTE+Tomek hybrid sampling dataset shows the highest F1-score 
(84.07%) and recall (80.69%) in KNN. Based on the table, the imbalance dataset had the 
highest overall average in F1-score, and recall, followed by SMOTE+ENN and 
SMOTE+Tomek.  

Table 8. The Performance Comparisons of the Imbalanced Dataset and Hybrid Sampling Dataset with 
5 Features. 
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3.4 Comparison of imbalanced and hybridization sampling in 3 datasets  

In comparing machine learning algorithms between an imbalanced dataset and a hybrid 
sampling dataset, the approximate rank order based on F1-score is XGB, DTC, RFC, and 
KNN. Besides that, within the comparison of 3 datasets, the 12, 8, and 5 selected features 
show the overall average F1-score in the three different sampling methods is within the range 
of 79.76-89.64% (refer to Figure 5). In the three datasets (12, 8, and 5 features), imbalanced 
data have a higher F1-score and recall than hybrid sampling. When comparing the overall 
average performance with three datasets (12, 8, and 5 features), the eight features' dataset has 
a good F1-score in imbalance data and hybrid sampling data. 

In comparing performance between an imbalanced dataset and a hybrid sampling 
dataset, the imbalanced dataset has the highest overall average performance of F1-score, and 
recall to 3 datasets (12, 8, and 5 features) show a range of 89.34 – 91.97%. On the other hand, 
the SMOTE+ENN hybrid sampling dataset's overall average performance of F1-score, 
precision, and recall to 3 datasets (12, 8, and 5 features) show a range of 75.76 – 89.79%; the 
SMOTE+Tomek hybrid sampling dataset has the lowest overall average performance in recall 
to 8 and 5 features' dataset with a content of 75.76% and 74.45% respectively (refer to Figure 
3.2).   

From the comparison, XGB is a good model for handling imbalanced datasets because 
it usually returns a higher F1 score, precision, and recall. Among the three tables (Table 3.4, 
Table 3.5, Table 3.6), the overall average performance shows that the imbalanced dataset's F1 
score is higher than the hybrid sampling dataset. XGB shows the highest F1-score (90.86%) 
for the SMOTE+ENN hybrid sampling dataset with eight features; the highest F1-score 
(90.42%) by XGB for the SMOTE+Tomek hybrid sampling dataset with 12 features. After 
resampling the imbalanced dataset, XGB has achieved a higher F1-score than other machine 
learning algorithms compared with the seven different machine learning algorithms. 
Therefore, it can be concluded that XGB is the champion model in this study because it has a 
higher F1 score with balanced data. 

 

 
Figure 4. The Average F1-Score, Precision, and Recall Comparison with Three Datasets in the 

Imbalanced Dataset and Hybrid Sampling Dataset. 

3.5 Empirical Implications 

In general, all the eight classifiers experimented with within this study can predict employee 
promotion as they yield satisfactory F1-score, precision scores, and recall scores. However, 
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the three datasets (12, 8, and 5 features) do not significantly impact F1-score, precision, and 
recall scores. This study showed that the F1-score for the imbalanced dataset is higher than 
the hybrid sampling dataset (SMOTE+ENN, SMOTE+Tomek). The predictive model that 
developed imbalanced data using a conventional machine learning algorithm does not 
consider the class distribution proportion or balance of classes and might be biased or 
inaccurate to the performance (Peng et al., 2019). So, the imbalanced dataset's version looks 
better than the hybrid sampling dataset.   

In a hybrid sampling dataset, most of the time, SMOTE+ENN has the higher F1-score, 
precision score, and recall score compared with SMOTE+Tomek. The Tomek Links 
technique was less effective in predicting low precision and recall values than the other 
oversampling technique (Sawangarreerak and Thanathamathee, 2020). Xu et al. (2020) also 
stated that SMOTE matches ENN perfectly. Based on the studies of Keawwiset et al. (2021); 
Liu et al. (2019) and Long et al. (2018) (Table 4.6), the Random Forest always has a high 
accuracy or F1-score with a range of 85.60 – 96.32%. Keawwiset et al.'s (2021) study had 
better accuracy after resampling the imbalanced dataset using the oversampling method 
(SMOTE). Compared with our study, which uses a hybrid sampling method, the performance 
of our dataset is a bit lower than the Keawwiset et al. (2021). This is because over-sampling, 
such as making exact copies of existing examples, will cause overfitting and return a high 
result (Weiss et al., 2007).  

 This study's champion model is XGB, an ensemble tree technique that uses the 
gradient descent architecture to boost weak learners. XGB is based on systems optimization 
(e.g., parallelized tree building, depth-first tree pruning, and cache awareness) and algorithmic 
enhancements (e.g., regularization, sparsity awareness, and cross-validation) to improve the 
results (Morde, 2019).  

3.6 Potential Implications 

The findings of this study present some theoretical implications for academia and industry 
professionals and some practical implications for the company under investigation for 
machine learning. Furthermore, this research points to applying machine learning algorithms 
for employee promotion. Before, some studies successfully predicted employee promotion 
using machine learning, but no studies have applied a hybrid sampling method with machine 
learning to predict employee promotion.  

  The contribution of this study is to give an introductory guideline to apply machine 
learning, especially SMOTE+ENN with XGB, to predict employee promotion. As a result, 
future users or researchers can reduce many resources such as money, intention, and time to 
analyze different algorithms and create the most suitable framework that will lead to the best 
performance. Hence, practitioners can use the findings of this study to save time and money 
when choosing the best algorithms that should be used. 

 The following contribution to this research is to expedite the HR team throughout the 
promotion cycle. The HR team can save much time to choose the right candidate when 
applying machine learning. Besides that, the prediction of employee promotion may 
contribute to improving employee performance. Machine learning can analyze the factors that 
affect employees getting a promotion. After that, the company can base on the element to 
train their employee. As a result, it can increase employee productivity, the chance for the 
employee to get a promotion will be higher, and the turnover rate will reduce in the company.  

3.7 Limitations  

The first limitation of this study is the imbalanced dataset. The majority class has 91.48%, 
while the minority class only has 8.52%. This indicates that the minority class is more 
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challenging to predict because learning the features of the samples from the minority class is 
more difficult for the models. It is also possible that the classification result is skewed toward 
the majority class. Therefore, a balanced dataset applied to training would probably accelerate 
more dependable and powerful results. However, in a real-world dataset, having an 
imbalanced dataset is a common occurrence, as the number of employees who will be 
promoted is always significantly smaller than the number of employees who will not be 
promoted. Therefore, the hybrid sampling method has been applied and used the performance 
metrics suitable for imbalanced data to reduce bias.  

Besides, this study lacks statistical generalizability. So, there is no way to describe 
the relationship between each attribute and the target variable in detail. Despite that, this 
constraint does not invalidate the study's conclusion, as the goal stated in this study is to 
develop the best-performing model for predicting employee promotion. Hence, this research 
is exploratory rather than confirming.  

Finally, this study was conducted using the stated dataset, and the results are 
confined to the information included inside it. Therefore, the results cannot draw broad 
conclusions about various datasets in various contexts or domains. 

 

4 Conclusion 

The goal of this study is to predict employee promotions. First, a literature review was 
undertaken to investigate a related study and identify a set of machine learning algorithms and 
a hybrid sampling strategy appropriate for this employee promotion prediction problem. 
Then, using a 70:30 train to test ratio, each of the eight classifiers (LRC, DTC, RFC, KNN, 
SVM, GNB, ABC, and XGB) was trained with the dataset tested using the three performance 
metrics (F1-score, precision, and recall).  

Based on the rank feature importance method with the Extra Classifier Tree model, the 
top five feature-selected attributes are "region", "department", "previous_year_rating", 
"KPIs_met and_above_80%", and "award_won". The results suggest that SMOTE+ENN and 
XGB with eight features have the highest-performing model in this study when all three 
performance measures are considered. As a result, it can be concluded that XGB is the best 
algorithm for solving the prediction problem, whereas SMOTE+ENN is the best for dealing 
with imbalanced datasets. 

In this study, the goal of forecasting employee promotion is to assist the HR team in 
expediting the promotion process. In conclusion, the organization can use SMOTE+ENN with 
XGB to predict whether or not an employee will be promoted. This allows them to identify 
the factor of non-promoted and allows non-promoted employees to enhance their skills and 
gain a promotion.  

Future research can iterate this study using the same dataset but different 
methodologies to better deal with the limits given by the imbalanced dataset. For example, 
resampling the data to obtain balanced classes by using an algorithm approach (e.g., cost-
sensitive learning), modifying existing machine learning algorithms (e.g., bagging, stacking 
techniques), applying hyper-parameter tuning (e.g., random search, grid search), or using 
other performance evaluation metrics to evaluate the model (e.g., ROC AUC, Log-loss). The 
idea is to get more accurate and reliable predictions. 

Second, the scope of this study could be expanded by integrating other features that are 
relevant but not available in the current dataset to increase model accuracy. Next is to identify 
other independent variables that significantly impact promoting an employee. This can be 
accomplished using statistical analysis, which entails formulating multiple hypotheses and 
testing them to see their statistical significance.  
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